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CAPEX Study for a Multilayer
IP/MPLS-Over-Flexgrid Optical Network

O. Pedrola, A. Castro, L. Velasco, M. Ruiz, J. P. Fernández-Palacios, and D. Careglio

Abstract—The ever-increasing Internet Protocol (IP) traffic
volume has finally brought to light the high inefficiency of
current wavelength-routed over rigid-grid optical networks
in matching the client layer requirements. Such an issue
results in the deployment of large-size, expensive, and power-
consuming IP/Multi-Protocol Label Switching (MPLS) layers
to perform the required grooming/aggregation functionality.
To deal with this problem, the emerging flexgrid technology,
allowing for reduced-size frequency grids (usually referred
to as frequency slots), has recently attracted much attention
among network operators, component and equipment suppli-
ers, and the research community. In this paper, we tackle
the multilayer IP/MPLS-over-flexgrid optimization problem.
To this end, an integer linear programing formulation and
a greedy randomized adaptive search procedure (GRASP)
metaheuristic are provided. Using GRASP, we analyze the cost
implications that a set of frequency slot widths have on the
capital expenditure investments required to deploy such a
multilayer network. For the sake of a compelling analysis,
exhaustive numerical experiments are carried out considering
a set of realistic network topologies, network equipment costs,
and traffic instances. Results show that investments in optical
equipment capable of operating under slot widths of 12.5 GHz,
or even 25 GHz, are more appropriate, given the expected
traffic evolution.

Index Terms—Flexgrid optical networks; Metaheuristic
algorithms; Multilayer network planning; Network optimiza-
tion.

I. INTRODUCTION

T he dramatic increase in the use of new disruptive
bandwidth-intensive services and applications has led

to a huge surge of Internet Protocol (IP) traffic, which
ultimately has brought to light the clear granularity mismatch
between the client layer and the current wavelength-routed
dense-wavelength-division-multiplexing (DWDM-) based opti-
cal layer. This issue results in a highly inefficient use of the
network capacity and consequently in multilayer networks
requiring a large amount of highly expensive power-consuming
IP/Multi-Protocol Label Switching (MPLS) equipment to be
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installed for aggregation (at the edge) and grooming (at the
intermediate nodes) purposes.

In this context, flexgrid technology [1,2] provides higher
spectrum efficiency and flexibility in comparison to a
traditional wavelength-switched optical network (WSON).
By leveraging key advances in optical multi-level modula-
tion techniques and the design of both bandwidth-variable
transponders (BV-Ts) and bandwidth-variable wavelength
selective switches (BV-WSSs), the main components enabling
the design of bandwidth-variable wavelength cross-connects
(BV-WXCs), flexgrid optical networks are able to provide
both sub- and super-wavelength traffic accommodation. Whilst
BV-Ts may work under both single- and multi-carrier advanced
modulation formats such as quadrature phase-shift keying
(QPSK), quadrature amplitude modulation (QAM), and optical
orthogonal frequency division multiplexing (O-OFDM) [2],
BV-WXCs can be assembled using existing devices such as the
WaveShaper programmable optical processor [3]. Thanks to
this flexible technology, a flexgrid optical network can adjust
to varying traffic conditions over time, space, and bandwidth,
thereby creating a network scenario in which wavelength chan-
nels are both switched and dimensioned (bit-rate/reach/signal
bandwidth) according to temporary traffic requirements.

To this end, flexgrid optical networks divide the available
optical spectrum into a set of frequency slots (FSs) of a
fixed finer spectral width in comparison to the current ITU-T
DWDM rigid frequency grid (50 GHz) [4]. Current proposals
for the slot size are 25 GHz, 12.5 GHz, and 6.25 GHz,
the latter two being mentioned in the industry as potential
minimum bandwidth granularities. Therefore, traffic demands
are assigned a given number of FSs according to their
requested bit-rate, the selected modulation technique, and the
considered frequency grid (i.e., the slot width) [2].

Consequently, in this flexible and dynamic network scenario,
the classic constraints found in wavelength-routed networks,
which are dealt with by routing and wavelength assignment
algorithms, are not applicable anymore. Specifically, in flexgrid
optical networks there emerges the so-called routing and
spectrum assignment (RSA) problem, in which spectrum
continuity along the links in the route of a given path (i.e., the
same slots must be used in all the links of the path) as
well as spectrum contiguity (i.e., the slots must be contiguous
in the spectrum) must be guaranteed [5]. This problem
poses new challenges for the design of future flexgrid optical
networks and thus has rapidly aroused great interest within
the research community. For instance, some recent works
tackle the RSA problem for either the static/off-line (traffic
demands are known a priori) [5–7] or the dynamic/on-line
(connection requests are provisioned upon their arrival)
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network scenario [8,9]. The study and development of complex
RSA models and algorithms is nevertheless out of the scope of
this work. In fact, here we make use of both a simplified RSA
integer linear programing (ILP) model proposed in [7], which
removes spectrum contiguity constraints by pre-computing
demand-tailored channels (sets of spectrum contiguous slots),
and an efficient RSA strategy similar to the fixed-alternate
and first-fit frequency allocation algorithm proposed in [2] and
evaluated in [10].

Our goal in this paper is, by contrast, to analyze, for
a number of candidate slot widths, the capital expenditure
(CAPEX) needed to deploy a multilayer IP/MPLS-over-flexgrid
architecture. To this end, we model the multilayer IP/MPLS-
over-flexgrid optimization problem (hereinafter referred to as
the MIFO problem) by means of both an ILP formulation
and a greedy randomized adaptive search procedure (GRASP)
algorithm and solve it considering a range of real-sized
network and traffic instances. GRASP is an iterative two-phase
metaheuristic method based on a multi-start randomized
search technique. Over the years, GRASP models have been
used to solve a wide range of problems with many and varied
applications in real life, such as the design of communication
networks and medical image registration [11–13]. For a recent
and comprehensive survey of GRASP, the reader is referred
to [14].

It is clear that finer grids will allow for more efficient
spectrum utilization and as a result favor grooming data
directly at the optical layer instead of requiring costly IP/MPLS
equipment for such functionality. Thus, given the fact that the
network CAPEX, that is, those costs related to purchasing and
installing fixed infrastructures, is a figure network operators
are always striving to reduce, the introduction of flexgrid
technology is of paramount importance for future multilayer
networks [15]. However, it must be noted that while reducing
the need for grooming at the IP/MPLS layer, this more
advanced optical technology will also imply higher costs at
the optical layer given the highly demanding (grid-dependent)
filtering characteristics that BV-WSSs are required to have.
In addition, due to the increased spectrum fragmentation
(particularly for the 12.5 GHz and 6.25 GHz grids), more
complex network management, and therefore more advanced
control planes, will be required, thereby leading to cost
increases. Since the exact costs for such components are still
not available, in this study we consider a relative cost value
to approximately quantify both these additional costs and, by
this means, effectively determine which frequency grid will
better address a network operator’s needs for cost-effective,
spectrum-efficient network architectures.

The rest of this paper is organized as follows. Section II
details the MIFO problem. Section III presents an ILP formu-
lation which provides insight into the complexity of managing
MIFO under realistic conditions. Given its complexity, in
Section IV, a GRASP metaheuristic specifically tailored to
solve MIFO is presented. Illustrative numerical results are
provided in Section V, and Section VI concludes the paper.

II. MULTILAYER IP/MPLS-OVER-FLEXGRID

OPTIMIZATION PROBLEM

In the literature, the multilayer network optimization
problem has been tackled with a variety of objectives (see,
e.g., [16–21]). In fact, each time a novel optical transport
technology emerges, such a problem has to be redefined. For
example, in [20], the authors propose heuristics to minimize
CAPEX for a multilayer network based on a synchronous
digital hierarchy over static point-to-point DWDM. More re-
cently, in [16], the authors deal with the survivable multilayer
IP/MPLS-over-WSON optimization problem. Nowadays, the
innovation is the replacement of the WSON technology with
the emerging flexgrid paradigm. The aim of the MIFO problem
is to effectively exploit network resources while, at the same
time, minimizing CAPEX investments. This fact inevitably sets
our focus on the size of the costly electronic layer, and hence on
the reduction of IP/MPLS equipment.

As aforementioned, flexgrid optical networks divide the
available optical spectrum into a set of FSs. Then, the number
of FSs each traffic demand is assigned depends on the
network slot width (sw), the demand bit-rate (bd), and the
number of bits/symbol that the modulation format is able to
carry (Bmod). Note that Bmod determines both the spectral
efficiency of the modulation format (bits/s/Hz) and the symbol
rate, and consequently the spectral bandwidth required to
transmit the signal [2]. Hence, at a given fixed data rate,
spectral savings can be obtained by reducing the symbol
rate (i.e., increasing Bmod). For example, under good channel
conditions, an advanced modulation format such as 64-QAM
(Bmod = 6) would only require 1/3 of the spectral bandwidth
used if QPSK (Bmod = 2) was used instead. However, these
improvements come at the cost of reducing the optical path
lengths, as higher Bmod implies higher signal to noise ratio
penalties and worse receiver sensitivity [2].

In order to estimate the number of FSs (nd) (i.e., spectral
bandwidth) that each traffic demand will require, we suggest
using the following formula, which is in line with [2]:

nd =
⌈

bd
sw ·Bmod

⌉
. (1)

It must be mentioned that Eq. (1) tends to underestimate
the number of FSs required, as it assumes that bd consists
only of payload data. However, in general, this is not the
case, as different overhead data (e.g., around 10% extra)
may be required. Such overhead may vary according to the
modulation format selected. For instance, in OFDM-based
systems, overhead symbols are required to avoid inter-symbol
interference. Additionally, the selection of the modulation
format may depend on each particular demand bit-rate. These
issues, however, are out of the scope of this work.

Specifically, in this paper, we consider QPSK (Bmod = 2)
as the modulation format for all traffic demands, which are
assumed to be of 10, 40, 100, or 400 Gb/s each. This way, the
focus is set on the evaluation of the CAPEX savings that can
be achieved through the use of narrower slot widths. Using
Eq. (1), Table I reports the number of FSs that each demand
requires under the different slot widths evaluated. One can
observe that, under the 50 GHz grid, 10, 40, and 100 Gb/s
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TABLE I
FSS REQUIRED PER DEMAND UNDER EACH FREQUENCY

GRID

Demand (Gb/s) 10 40 100 400

sw = 50 GHz 1 1 1 4
sw = 25 GHz 1 1 2 8
sw = 12.5 GHz 1 2 4 16
sw = 6.25 GHz 1 4 8 32

Source/destination
locations

Intermediate locations

Edge node

E1

E2

T1
Virtual link

BV-WXC

Lightpaths

Transit node
MPLS LSP

E1-E2

BV-T

Patch panel

(a)

(b)

Fig. 1. (Color online) (a) Geographical distribution for network
topology locations. In blue, nodes that are the source/destination of
IP/MPLS traffic demands. White circles represent candidate locations
where network equipment can be installed if necessary. (b) A
multilayer network illustrating a possible solution for the MIFO
problem.

demands will require the same number of FSs, that is, 1.
However, under a 6.25 GHz grid, the same set of demands
would need, respectively, 1, 4, and 8 FSs, thereby clearly
illustrating the spectrum efficiency that can be obtained using
finer BV-WSSs at the optical layer.

Note also that the demand to FS mapping shown in Table I
not only has an impact on the spectral efficiency achieved,
but also on the number and type of the BV-Ts deployed. In
this work, the grooming of demands into lightpaths aims at
minimizing the number of FSs used. Hence, considering the
type and BV-T costs provided in Section V.A, two demands of
10 Gb/s, following the same path, would be groomed into a
40 Gb/s lightpath (requiring one 40 Gb/s BV-T at each end)
in both the 50 GHz and 25 GHz grids. On the other hand, in
both the 12.5 GHz and 6.25 GHz grids, two 10 Gb/s lightpaths
(two 10 Gb/s BV-Ts at each end) would be set up. Note that in
the 12.5 GHz grid the tie in the number of FSs is broken by
selecting the cheapest option, which in this case is two 10 Gb/s
BV-Ts. According to this discussion, it can be anticipated that
networks using finer slot widths will feature a larger number
of BV-Ts but with a considerably lower average bit-rate.

In order to tackle MIFO, we assume that a network
topology representing a set of geographical locations as
well as the interconnectivity among them (i.e., the fibers
are already deployed) is given in advance. In these sites,

network equipment can be installed if necessary (see Fig. 1(a)).
Moreover, we assume that only a limited number of locations
can be the source/destination of IP/MPLS demands (blue
locations). As required, nodes are equipped with BV-Ts so as to
provide connectivity between the electronic and optical layers.
The remaining locations (intermediate locations) are candidate
spots where network equipment is installed according to the
functionality required. Specifically, and given a set of traffic
demands to be accommodated, intermediate locations can be
either (1) a multilayer node with both IP/MPLS and BV-WXC
functionality, (2) a BV-WXC node if no IP/MPLS operation is
required, (3) a patch panel connecting optical fibers if neither
IP/MPLS nor BV-WXC is required at such location, or (4)
an empty location if no demand traverses such location. In
Fig. 1(b), a multilayer network exemplifying a possible solution
to the MIFO problem applied to the topology of Fig. 1(a) is
shown. One can observe locations that are equipped with
multilayer nodes providing either client flow aggregation (edge
nodes) or routing flexibility (transit nodes). Other locations,
however, only operate as patch panels for fiber connectivity
purposes, thereby minimizing the network CAPEX.

As an example, Fig. 1(b) illustrates one of the MPLS
label-switched paths (LSPs) established in the network, that
is, LSP E1–E2. In this case, this LSP entails tearing up
two lightpaths to support virtual links E1–T1 and T1–E2.
Recall that one lightpath, which is associated with two
BV-Ts (one at each end), can be used to transport several
traffic demands and, by this means, provide the grooming
functionality required to optimize the use of network resources.
It is worth pointing out that the solution obtained by solving
the MIFO problem (i.e., the location, type, and quantity of
network equipment deployed) will vary in accordance with the
input traffic demands considered.

In the next section, first the MIFO problem is formally
stated, and second an ILP-based formulation of the problem
is provided.

III. MATHEMATICAL FORMULATION

A. MIFO Problem Statement

The MIFO problem can be formally stated as follows.

Given:

• A network topology represented by a graph Go(V ,L), with
V being the set of locations and L the set of bidirectional
fiber links connecting two locations; each link consists of
two unidirectional optical fibers.

• A set S of available frequency slots of a given spectral width
in each link in L.

• The virtual network represented by a graph Gv(Vv,E), with
Vv being the subset of locations V where IP/MPLS nodes
can be placed and E the set of virtual links defining the
connectivity among the IP/MPLS locations.

• A set D of IP/MPLS demands to be transported.
• The IP/MPLS equipment cost, specified by a fixed cost for

every type of IP/MPLS node and BV-T.
• The cost of the BV-WXC nodes, which includes a fixed cost

for the base system and a variable cost as a function of the
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nodal degree including the cost of BV-WSSs (note that the
relevant nodal degree, i.e., the number of incident links, is
that of the final solution). See Fig. 4 in [1] for further details
on the BV-WXC architecture.

• A cost for every intermediate optical amplifier to be
equipped in the fiber links and a cost per km and GHz for
using the deployed fiber. It should be emphasized that the
fiber costs considered in this work only relate to its use, and
not to its deployment. Consequently, the cost per spectral
bandwidth is also accounted for to have a better estimation
of the cost of the fiber resources used. Note that, if only
half of the spectral bandwidth of a given fiber is used, the
remaining free capacity can be rented to other clients.

Output:

• The optical network, including patch panels, optical nodes
with the number of optical interfaces, and the used fiber
links.

• The configuration of IP/MPLS nodes in terms of the capacity
and the number and bit-rate of the BV-Ts.

Objective: minimize the total CAPEX of the designed
multilayer network for the given set of demands.

The problem can be tackled by solving the following ILP
model.

B. ILP Model

The ILP model for the MIFO problem designs both
the optical and the IP/MPLS layers using two node-link
formulations [21], that is, one per network layer. Note that,
although the link-path formulation could be used for the
optical layer, the number of routes to be pre-computed should
be large enough to overcome the fact that some locations would
not be equipped in the optimal solution. Instead, we compute
a set of virtual links connecting every pair of locations where
IP/MPLS nodes can be installed. For each virtual link, a set of
lightpaths is available, but its route on the optical topology is
determined during the resolution of the problem.

As to how the spectrum allocation is performed, channels are
used to ensure frequency slot contiguity in the input data [7],
thereby alleviating to some extent the problem complexity.
The characteristics of the considered modulation format are
also embedded in the input data. To be precise, the slot’s
capacity in Gb/s is pre-computed (parameter sk) and different
optical signal reaches (parameter len(r)) as a function of both
the bit-rate and modulation format are considered. Aiming
at simplifying the dimensioning of the IP/MPLS nodes, a set
of port slots is available at each location. The solution of
the problem provides the characteristics of the specific BV-T
installed in each port slot, if any.

The following sets and parameters have been defined.

Topology:

V Set of locations, index v.
L Set of fiber links, index l.
len(l) Length of fiber link l in km.

L(v) Subset of fiber links incident to location v.
Vv Set of locations where IP/MPLS nodes can be placed.
E Set of virtual links, index e.
K(e) Set of lightpaths to support virtual link e, index k.
E(v) Subset of virtual links incident to node v.
V (e) Set of end nodes of virtual link e.
P(v) Set of port slots of location v, index p.
as Amplifier span for fiber links in kilometers.

Spectrum and modulation formats:

S Set of frequency slots, index s.
sw Frequency slot width in GHz.
sk Frequency slot capacity in Gb/s.
C Set of channels, index c. Each channel c contains a

subset of contiguous frequency slots.
nc Number of frequency slots included in channel c.
hc

s Equal to 1 if channel c includes frequency slot s, 0
otherwise.

R Set of bit-rate-reach pairs (Gb/s, km), index r.
len(r) Reach of a lightpath using bit-rate-reach pair r in km.
bw(r) Maximum bit-rate of a lightpath using bit-rate-reach

pair r in Gb/s.

Demands:

D Set of IP/MPLS demands, index d.
SD(d) Set of source and destination nodes of demand d.
bd Bandwidth of demand d in Gb/s.

Equipment, costs, and others:

NT Set of node types, index n (Patch, BV-WXC,
IP/MPLS). Note that type IP/MPLS includes one
BV-WXC.

CWXC Fixed cost of one BV-WXC. Includes common circuitry
and BV-WSSs.

CFO Cost per km and GHz of using the optical fiber.
CTrunk Cost of one trunk, which includes one BV-WSS, one

optical amplifier, and one optical splitter.
maxϕ Maximum optical nodal degree (number of trunks) of

a BV-WXC.
COA Cost of each intermediate optical amplifier.
RT Set of IP/MPLS node classes, index j. Each class

defined by a switching capacity and a number of BV-T
slots.

rk j Switching capacity of an IP/MPLS node class j in
Gb/s.

rpk j Number of BV-T port slots available in an IP/MPLS
node class j.

rc j Cost of one IP/MPLS node of class j.
PT Set of BV-T bit-rates, index i.
pki Capacity of a BV-T of bit-rate i in Gb/s.
mpci Cost of one BV-T of bit-rate i in an IP/MPLS node.
M A large positive constant.

The decision variables are as follows.

ωdek Binary. Equal to 1 if demand d is routed through
lightpath k of virtual link e, 0 otherwise.
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δc
ek Binary. Equal to 1 if lightpath k of virtual link e uses

channel c, 0 otherwise.
λc

ekl Binary. Equal to 1 if lightpath k of virtual link e uses
channel c in fiber link l, 0 otherwise.

γl Binary. Equal to 1 if fiber link l is used, 0 otherwise.
σe′k′

ekl Binary. Equal to 1 if lightpath k of virtual link e and
lightpath k′ of virtual link e′ share fiber link l, 0
otherwise.

Ψ
vp
ek Binary. Equal to 1 if lightpath k of virtual link e is

assigned to port slot p in location v, 0 otherwise.
ϕv Positive integer with the optical nodal degree of

location v.
ρ

vp
i Binary. Equal to 1 if port slot p of location v is

equipped with a BV-T of bit-rate i, 0 otherwise.
πv

j Binary. Equal to 1 if location v is equipped with an
IP/MPLS node of class j, 0 otherwise.

µv
n Binary. Equal to 1 if location v is equipped with a node

type n, 0 otherwise.
τvp Positive integer with the total amount of traffic (in

Gb/s) using port slot p of location v.
νr

ek Binary. Equal 1 if lightpath k of virtual link e uses
bit-rate-reach pair r.

αv Positive real with the optical cost of location v.
βv Positive real with the IP/MPLS cost of location v.

Then, network CAPEX can be computed as the sum of the
following expressions:

COSTEquipment =
∑

v∈V
(αv +βv), (2)

COSTFO = ∑
l∈L

γl ·
⌈(

len(l)
as

−1
)⌉

·COA

+ ∑
l∈L

∑
c∈C

∑
e∈E

∑
k∈K(e)

λc
ekl ·nc · sw · lenl ·CFO, (3)

where Eq. (2) computes the cost of the nodes and BV-T ports,
and Eq. (3) the cost of the optical fiber as a result of both
installing intermediate optical amplifiers and using the fiber
links.

Finally, the ILP for the MIFO problem is as follows.

MIFO:

minimize CAPEX=COSTEquipment +COSTFO (4)

subject to: ∑
e∈E(v)

∑
k∈K(e)

ωdek = 1, ∀d ∈ D,v ∈ SD(d), (5)

∑
e∈E(v)

∑
k∈K(e)

ωdek ≤ 2, ∀d ∈ D,v ∈ SD(d), (6)∑
e∈E(v)
e′ 6=e

∑
k∈K(e′)

ωde′k ≥ ∑
k∈K(e)

ωdek,

∀d ∈ D,v ∈ SD(d), e ∈ E(v), (7)∑
l∈L(v)

∑
c∈C

λc
ekl =

∑
c∈C

δc
ek, ∀e ∈ E,k ∈ K(e),v ∈V (e), (8)

∑
l∈L(v)

∑
c∈C

λc
ekl ≤ 2, ∀e ∈ E,k ∈ K(e),v ∈V (e), (9)∑

l′∈L(v)
l′ 6=l

∑
c∈C

λc
ekl′ ≥

∑
c∈C

λc
ekl ,

∀e ∈ E,k ∈ K(e),v ∈V (e), l ∈ L(v), (10)∑
c∈C

δc
ek ≤ 1, ∀e ∈ E,k ∈ K(e), (11)

∑
c∈C

sk ·nc ·δc
ek ≥ ∑

d∈D
bd ·ωdek, ∀e ∈ E,k ∈ K(e), (12)

∑
l∈L

λc
ekl ≤ M ·δc

ek, ∀e ∈ E,k ∈ K(e), c ∈ C, (13)

∑
e∈E

∑
k∈K(e)

∑
c∈C

hc
s ·λc

ekl ≤ 1, ∀l ∈ L, s ∈ S, (14)

∑
d∈D

bd ·ωdek ≤ ∑
r∈R

bw(r) ·vr
ek, ∀e ∈ E,k ∈ K(e), (15)

∑
l∈L

∑
c∈C

len(l) ·λc
ekl ≤

∑
r∈R

len(r) ·vr
ek, ∀e ∈ E,k ∈ K(e), (16)

∑
r∈R

vr
ek ≤ 1, ∀e ∈ E,k ∈ K(e), (17)

∑
e∈E

∑
k∈K(e)

∑
c∈C

λc
ekl ≤ M ·γl , ∀l ∈ L, (18)

∑
l∈L(v)

γl =ϕv, ∀v ∈V , (19)

ϕv ≤ M · ∑
n∈NT

µv
n, ∀v ∈V , (20)

∑
n∈NT

µv
n ≤ 1, ∀v ∈V , (21)

ϕv ≤maxϕ+M ·µv
n, ∀v ∈V ,n ∈ {Patch}, (22)∑

d∈D

∑
k∈K(e)

ωdek ≤ M ·µv
n, ∀e ∈ E,v ∈V (e),n ∈ {MPLS}, (23)

∑
n∈{WXC,MPLS}

µv
n + ∑

l′∈L(v)
l′ 6=l

σe′k′
ekl′ ≥ 1+M ·

(
σe′k′

ekl −1
)
,

∀e, e′ ∈ E, e 6= e′,k ∈ K(e),k′ ∈ K(e′),v ∈V , l ∈ L(v), (24)

σe′k′
ekl ≤ ∑

c∈C
λc

ekl ,

∀e, e′ ∈ E, e 6= e′,k ∈ K(e),k′ ∈ K(e′), l ∈ L, (25)

σe′k′
ekl ≥ ∑

c∈C
λc

ekl +
∑
c∈C

λc
e′k′ l −1,

∀e, e′ ∈ E, e 6= e′,k ∈ K(e),k′ ∈ K(e′), l ∈ L, (26)∑
d∈D

ωdek ≤ M · ∑
p∈P(v)

Ψ
vp
ek , ∀e ∈ E,k ∈ K(e),v ∈V (e), (27)

∑
p∈P(v)

Ψ
vp
ek ≤ 1, ∀e ∈ E,k ∈ K(e),v ∈V (e), (28)

∑
e∈E

∑
k∈K(e)

Ψ
vp
ek ≤ 1, ∀v ∈V , p ∈ P(v), (29)

∑
d∈D

bd ·ωdek ≤ τvp +M ·
(
1−Ψvp

ek

)
,

∀v ∈V , p ∈ P(v), e ∈ E,k ∈ K(e), (30)

τvp ≤ ∑
i∈PT

pki ·ρvp
i , ∀v ∈V , p ∈ P(v), (31)

∑
i∈PT

ρ
vp
i ≤ 1, ∀v ∈V , p ∈ P(v), (32)

∑
p∈P(v)

τvp ≤ ∑
j∈RT

rk j ·πv
j , ∀v ∈V , (33)

∑
p∈P(v)

∑
i∈PT

ρ
vp
i ≤ ∑

j∈RT
rpk j ·πv

j , ∀v ∈V , (34)

∑
j∈RT

πv
j ≤ 1, ∀v ∈V , (35)
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αv +M ·
(
1− ∑

n∈{WXC,MPLS}
µv

n

)
≥ CWXC

+ϕv ·CTrunk, ∀v ∈V , (36)

βv +M ·
(
1− ∑

n∈{MPLS}
µv

n

)
≥ ∑

p∈P(v)

∑
i∈PT

mpci ·ρvp
i

+ ∑
j∈RT

rc j ·πv
j , ∀v ∈V . (37)

The objective function (4) minimizes the network CAPEX.
Constraints (5)–(7) compute the route and perform aggregation
of demands through the virtual topology. Constraint (5)
ensures that only one virtual link incident to source and
destination nodes is used to transport the demand. Constraints
(6) and (7) perform the routing and aggregation in interme-
diate nodes. Constraints (8)–(10) compute the route over the
physical topology of those lightpaths transporting demands,
and likewise constraints (5)–(7) do so for the demands over the
virtual one. Constraints (11)–(14) perform spectrum allocation.
Constraint (11) implements the spectrum continuity constraint
ensuring that no more than one channel is allocated to one
lightpath. Constraint (12) dimensions the size of the channel
as a function of the aggregated bit-rate. Constraint (13)
guarantees that every lightpath uses the same channel along
its route. Constraint (14) ensures that each frequency slot is
used by at most one lightpath. Constraints (15)–(17) take care
of bit-rate-reach pair selection. Constraint (15) chooses a pair
with enough bit-rate for the traffic to be transmitted, and
constraint (16) ensures that the reach of that pair works for
the length of the lightpath. Constraint (17) guarantees that
only one pair is chosen.

Constraints (18)–(26) decide what equipment is installed in
every location. Constraint (18) stores whether a fiber link is
used or not, and constraint (19) stores the nodal degree of each
location. Constraint (20) ensures that a location is equipped
provided that some incident fiber link is used. Constraint (21)
guarantees that only one type of node is selected to be installed
in any location. Constraint (22) limits the nodal degree of any
BV-WXC. Constraint (23) ensures that an IP/MPLS node (and
its underlying BV-WXC) is installed in each location where any
of the incident virtual links is used for transporting demands.

Constraints (24)–(26) decide whether a location must
be equipped with a BV-WXC (with or without IP/MPLS
functionality) or with a patch panel should fiber connectivity
be the only functionality required among pairs of incident
fiber links. Note that a BV-WXC must be installed provided
that capacity to optically switch lightpaths among the incident
fiber links in a location is needed (i.e., there exists a pair of
lightpaths whose routes share only one incident fiber link at
such particular location).

Constraints (27)–(32) deal with port slots. Constraint (27)
ensures that any used lightpath is assigned to a port slot at
its end nodes. Constraint (28) ensures that no more than one
port is assigned at each end node of a lightpath. Constraint
(29) ensures that a given port slot is not assigned to more than
one lightpath. Constraint (30) stores the total amount of traffic
transmitted through a given port slot. Constraint (31) equips
port slots with BV-Ts of bit-rate sufficient to carry the amount

of traffic assigned to the port slot. Constraint (32) ensures that
only one BV-T is equipped in each port slot.

Constraints (33)–(35) manage IP/MPLS nodes. Constraint
(33) equips an IP/MPLS node with switching capacity sufficient
for the amount of traffic being switched at that location.
Constraint (34) makes sure that the node type selected has
sufficient port slots. Constraint (35) guarantees that only one
node type is equipped at each location.

Finally, constraints (36) and (37) compute the cost of the
BV-WXC and IP/MPLS nodes, respectively.

C. Complexity Analysis

The MIFO problem can be considered NP-hard since simpler
multilayer network planning problems have been proved to be
NP-hard (e.g., [22]). As to the MIFO problem size, the number
of variables is O(|E|2·|K(e)|2·|L|+|E|·|K(e)|·(|V |·|P(v)|+|D|+|C|·
|L|), and the number of constraints is O(|E|2 · |K(e)|2 · |L|+ |E| ·
(|K(e)|·|V |·|P(v)|+|D|)+|L|·|S|). It is worth highlighting that the
number of variables and constraints increase to approximately
3 ·107 and 6 ·108 for the networks presented in Section V.

Although the ILP can be solved for small instances (see
Subsection IV.C), its exact solving becomes impractical for
realistic backbone multilayer networks (under appreciable
load) such as those described in Subsection V.A, even using
commercial solvers such as CPLEX [23]. Thus, aiming at pro-
viding near-optimal solutions within reasonable computational
effort, the next section presents a heuristic method to solve the
MIFO problem.

IV. GRASP HEURISTIC ALGORITHM

In this section, we provide a detailed description of the
GRASP heuristic algorithm that we have developed so as to
efficiently solve the MIFO problem.

GRASP is an iterative two-phase metaheuristic method
based on a multi-start randomized search technique. In the
first phase, a greedy randomized feasible solution of the
problem is generated through a construction algorithm. Then,
in the second phase, a local search technique to explore an
appropriately defined neighborhood is applied in an attempt to
improve the current solution. These two phases are repeated
until a stopping criterion (e.g., a number of iterations) is met,
and once the procedure finishes the best solution found over all
GRASP iterations is returned.

A. Construction Algorithm

The resolution of the MIFO problem primarily consists in
routing, one-by-one, a set of demands over a virtual topology.
For clarity, let us denote by g(·) the function that computes
the CAPEX required to deploy the multilayer network. The
CAPEX is computed using Eq. (4), and the specific network
equipment cost values provided in Section V. The construction
algorithm developed aims at generating demand orderings
Ox = {d1, . . . ,d|D|} that lead to the lowest possible CAPEX
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values. Considering the given physical network topology and
a full mesh virtual network computed on top, each demand
d ∈ D is associated to a sufficiently large set of pre-computed
kv shortest-path virtual routes Rd = {r1, . . . , rk}; each route
r ∈ Rd is in turn associated to a set of ko optical routes.
Thus, in order to progressively generate an ordering vector,
the incremental CAPEX cost (c∗d = min{cd(r)},∀r ∈ Rd) of
routing each demand is computed so that the demand leading
to the smallest incremental cost d∗ = mind∈D {cd(r)} is added
to Ox. Note that cd(r) corresponds to the incremental cost of
routing demand d through the cheapest route r∗ ∈ Rd . For
the sake of clarity, in the GRASP-specific pseudo-codes shown
in Procedures 1, 3, and 4, we assume that function g(·) is
able to compute the CAPEX only receiving as input parameter
ordering Ox. A detailed explanation of the CAPEX computation
is provided in Procedure 2.

Procedure 1 Sample Greedy Construction
INPUT: D,Rd , ∀ d ∈ D,τ;
OUTPUT: Ox, g(Ox);
1: Initialize Ox ←; and candidate set: Q ← D;
2: while Q 6= ; do
3: Randomly sample min{τ·|D|, |Q|} elements from Q and put them

in RCL;
4: Evaluate the minimum incremental cost c∗d , ∀ d ∈ RCL;
5: Select d∗ = argmin{c∗d : d ∈ RCL};
6: Ox ←Ox ∪ {d∗};
7: Q ←Q\{d∗};
8: end while
9: Compute g(Ox);

In this work, given both the fact that computing cd(r),∀r ∈
Rd , ∀d ∈ D, is a time-consuming task and that the size
of the real-sized traffic and network instances is usually
really large, we have implemented the sample greedy (SG)
construction method [14]. In this alternative construction
algorithm, the greedy and randomization rules are balanced in
an attempt to lower the worst-case complexity of the common
greedy randomized (GR) construction [14], which in order
to fill the restricted candidate list (RCL) evaluates at each
step all possible candidates. In contrast, as illustrated by
the pseudo-code in Procedure 1, SG only samples a subset
of the candidates at each iteration, and then the element
providing the best incremental cost (d∗) is added to the current
solution. The percentage of elements evaluated to fill the
RCL is controlled by the input parameter τ ∈ [0,1]. Note that
parameter τ here is used to balance between greediness and
randomness in the construction, with larger τ values leading
to greedier solutions and higher time consumption.

To evaluate cost cd (i.e., the CAPEX) for routing each
demand d through any virtual route r ∈ Rd , the heuristic
algorithm proposed aims at determining the type of node to
be deployed at each location as well as the type and number
of BV-Ts to be installed. To this end, the steps detailed in
Procedure 2 are executed. First, in line 1, demand d is added
to all virtual links belonging to virtual route r. Then, for each
virtual link e in the network, the loop in lines 2–6 determines
the number and type (Gb/s) of the candidate lightpaths (CLs)
that have to be established between each pair of locations in
the network. The term CL here is used to emphasize that
it is not until the node type to be installed at each location
is known that the lightpaths are actually established. After

Procedure 2 Construct multilayer network
INPUT: V ,E,d, r;
OUTPUT: Multilayer network infrastructure;
1: Associate d to all virtual links e ∈ r;
2: for all e ∈ E do
3: Take set of demands De using e (if any);
4: Groom demands in De and determine the number and type of

candidate lightpaths (CLs) required;
5: Associate CL to both v ∈V (e);
6: end for
7: for all v ∈V do
8: According to the CLs ending or originating at v and the

demands they groom, determine the type of node to be installed
(IP/MPLS, BV-WXC, Patch panel or Empty) and type and
number of BV-Ts required;

9: end for
10: Compute COSTFO according to the installed BV-Ts, which

determine the lightpaths actually established in the network;
11: Compute CAPEX using g(V ,COSTFO);

grooming the demands into CLs, the number of contiguous FSs
required by each CL is obtained. Then, an efficient first-fit RSA
algorithm is run in order to allocate spectrum resources along
all optical links in route ko = 1 supporting e. Specifically, we
model optical links as binary vectors (x[i]), where each position
represents one FS (x[i] = 1 (used) or 0 (free)). Hence, given
the number of contiguous FSs required, a logic and operation
considering all optical links supporting e is computed to find
all the candidate set of contiguous FSs where the groomed
demand can be allocated. Among them, we select the set of
FSs to be used in a first-fit basis. If no candidate set of FSs is
found, then ko = 2 is attempted. As mentioned in Section I, this
strategy is similar to the fixed-alternate and first-fit frequency
allocation algorithm (see, e.g., [10]). The main difference lies in
the fact that in this work the order in which these demands are
served is controlled by the proposed GRASP methodology.

The subsequent for loop (lines 7–9) determines the
equipment to be installed at each location. Finally, according
to the BV-Ts deployed, the algorithm is able to determine the
actual lightpaths established and the associated cost for using
the fiber (COSTFO). Hence, in line 11, the CAPEX can be easily
computed by applying g(·). Note that once the cheapest route
r∗ is found (and hence so is d∗), d∗ is routed through r∗,
and the set of virtual links is updated accordingly to keep
track of the demands already served. As the loop in Procedure
1 progresses, the number of demands supported by the set
of virtual links E (input for the algorithm in Procedure 2)
increases, and so does the size and CAPEX of the multilayer
network.

In line 8 in Procedure 2, given the CLs ending or originating
at node v ∈ V , the functionality required at v can be
determined. For instance, let us assume that v has only one
originating lightpath (lo) and one ending lightpath (le), none
of the demands groomed in such lightpaths is originating
or ending at v, and both lightpaths groom exactly the same
demands; this means that a patch panel can be placed at v,
as only fiber connectivity is required. In contrast, assuming
that another lightpath (le′ ) is also ending at v through the
same input port as le, none of the demands it supports ends
at v, and le′ has its exact replica in one of the output ports
(i.e., carrying the same groomed demands and using the same
FSs (same channel)), then a BV-WXC needs to be installed, as
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only optical switching functionality is required. Finally, if any
of the demands in such lightpaths ends or originates at v, or
if any of the ending lightpaths does not have its exact replica
in an originating one, then IP/MPLS equipment needs to be
installed, as electronic processing of the signals is required.
Note that, if no lightpaths end or originate at v, the location
is left empty.

B. Local Search Algorithm

Since a feasible solution to the problem (Ox) output by
Procedure 1 has no guarantee of being locally optimal,
let us denote by Nq(Ox) the set of solutions in the qth
neighborhood structure of Ox. Thus, assuming an order
Ox = {d1, . . . ,di , . . . ,d j , . . . ,d|D|}, we define the neighbor of
this ordering as an ordering in which di swaps its position
with d j . In order to generate a random neighbor in the
first neighborhood of Ox (i.e., N1(Ox)), we choose pivots di
and d j uniformly among the |D| demands. Hence, creating
a Nq neighbor implies that this random swap of demands is
performed q times. In this work, we have adopted the variable
neighborhood descent (VND) [24] algorithm to perform the
local search within the GRASP methodology. Specifically, VND
explores a limited number of neighborhood structures (mxStr),
by uniformly sampling a number of neighbors (mxSam) in
each of them. Starting with N1, VND performs local search
until no further improvement is found. The VND pseudo-code
is shown in Procedure 3.

Procedure 3 Variable neighborhood descent
INPUT: Ox,mxStr,mxSam;
OUTPUT: OBEST, g(OBEST);
1: Initialize Oy ←Ox, OBEST ←Ox and k ← 1;
2: while k < mxStr do
3: Randomly sample mxSam elements in Nk(Oy) and let O′

y be
the best solution obtained;

4: if g(O′
y)< g(Oy) then

5: OBEST ←O′
y;

6: Oy ←O′
y;

7: k ← 1;
8: else
9: k ← k+1;

10: end if
11: end while

C. GRASP Algorithm

Finally, the pseudo-code for the GRASP algorithm is
illustrated in Procedure 4, where it is possible to observe that
the multi-start phase (i.e., SG followed by VND) is executed for
mxIter iterations.

The performance of the proposed GRASP methodology has
been compared against the ILP model described in Section III.
To be able to solve the ILP model, however, we had to consider
a size-constrained multilayer network (e.g., limiting the size
of the virtual topology) and a very small number of demands
for each experiment. In all the experiments performed, the
GRASP heuristic was able to provide a much better trade-off
between optimality and computation time due to the high
difficulty in solving the model. Although for these preliminary

experiments the input GRASP parameters were manually
tuned, for the realistic network scenarios considered in this
study a more advanced approach was employed, as explained
in Section V.

Procedure 4 GRASP algorithm
INPUT: D,Rd , ∀ d ∈ D,τ,mxStr,mxSam,mxIter;
OUTPUT: OBEST, g(OBEST);
1: Initialize OBEST ←;, i ← 0;
2: while i < mxIter do
3: Ox ← SG(D,Rd , ∀ d ∈ D,τ);
4: O′

x ←V ND(Ox,mxStr,mxSam);
5: if g(O′

x)< g(OBEST) then
6: OBEST ←O′

x;
7: end if
8: i ← i+1;
9: end while

V. ILLUSTRATIVE NUMERICAL RESULTS

In this section, we first present the network scenarios that
we consider in order to carry out our experiments. Second, we
perform the tuning of the input parameters required to execute
the GRASP heuristic, and finally we solve the MIFO problem
considering a set of realistic network and traffic instances.

A. Network Scenario

In order to conduct all the experiments, we consider the
three optical network topologies shown in Fig. 2; these are the
21-node Spanish Telefónica (TEL) topology, the 20-node British
Telecom (BT) topology, and the 21-node Deutsche Telekom
(DT) topology. In these networks, we assume that Vv = V ,
that is, that any location can host an IP/MPLS node. Besides,
only those locations in blue in Fig. 2 can be the source or
destination of IP/MPLS demands (as explained in Section II).
The remaining locations (i.e., the intermediate locations) will
be equipped according to the MIFO problem solution.

As to the traffic profiles (TPs) considered, we make use of
three TPs as reported in Table II. Although each TP injects
into the network the same average amount of Tb/s, the traffic
scenarios proposed feature lightly loaded demands in TP-1
(only 24.1 Gb/s on average), medium load demands (52.0 Gb/s)
in TP-2, and high bit-rate demands in TP-3 (80 Gb/s). Hence,
the number of demands served decreases substantially from
TP-1 to TP-3 in order to keep the total volume of Tb/s injected
constant. These TPs are a realistic representation of the
expected evolution of bandwidth necessities for the years to
come in increasing order. Note that in this study we do not
consider the expected increase in the total traffic volume, as
our goal is to determine what the optimal slot width is given
the expected increase in the average demand bit-rate. In our
experiments, the optical spectrum width used was in line with
the demands to be served in each TP. To be exact, using 2 THz
we corroborated that for all traffic representations executed
a feasible solution could be found. Table III (IP/MPLS nodes)
and Table IV (BV-Ts) provide the characteristics of the network
equipment considered as well as their value in cost units (c.u.)
that we use to compute the CAPEX. All these values have
been obtained from discussions currently being held within the
STRONGEST project [25].
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Fig. 2. (Color online) Optical network topologies considered: the 21-node Spanish Telefónica (TEL), the 20-node British Telecom (BT), and the
21-node Deutsche Telecom (DT).

TABLE II
TRAFFIC PROFILES (TPS) ANALYZED

Demands (%)

TP
Average bit-
rate (Gb/s) 10 Gb/s 40 Gb/s 100 Gb/s 400 Gb/s

TP-1 24.1 80 13.4 5.4 1.3
TP-2 52 40 40 16 4
TP-3 80 0 66.7 26.7 6.7

TABLE III
COST AND FEATURES OF IP/MPLS NODES

Node Class 1 Class 2 Class 3 Class 4 Class 5

Capacity
(Gb/s)

160 320 640 1280 2560

Maximum
ports

4 8 16 32 64

Cost (c.u.) 9 13.5 19.5 67.5 150.57

TABLE IV
COST AND REACH OF BV-TS

BV-T 10 Gb/s 40 Gb/s 100 Gb/s 400 Gb/s

Reach (km) 2500 2000 1000 400
Cost (c.u.) 2.5 7.625 20.625 65.625

In addition, we assume an optical amplifier cost of 5 c.u.,
and CFO = 0.02, that is, the cost per km and GHz of using the
already deployed optical fiber. As mentioned in Section II, we
consider QPSK (Bmod = 2) as the modulation format. Note that,
considering QPSK and the network topologies shown in Fig. 2,
it can be assumed that the number of cascaded BV-WXCs
traversed by a demand does not need to be limited [2]. In order
to route the demands, a set of k shortest paths is pre-computed
over both the physical (ko) and virtual (kv) network topology.
To this end, we implemented Yen’s algorithm as proposed
in [26]. Specifically, we set ko and kv to a maximum of 200
and 400 shortest paths, respectively.

B. GRASP Parameter Tuning

In order to find appropriate values for the input parameters
of the GRASP procedure, we make use of the automatic biased
random-key genetic algorithm (BRKGA) tuning for GRASP

TABLE V
GRASP AUTOMATICALLY TUNED PARAMETERS

Network τ mxStr mxSam

TEL 0.2 5 15
BT 0.3 10 10
DT 0.3 5 15

heuristics as proposed in [27]. The parameters that need to
be adjusted are τ in the SG construction algorithm and both
mxStr and mxSam for the VND local search heuristic. Thus,
the chromosome used to run BRKGA is defined by these
three parameters. We test the following values for each of
them: τ = {0.1,0.2,0.3,0.4}, mxStr = {5,10,15}, and mxSam =
{10,15,20}. To run BRKGA, we use the same approach and
input parameter values as in [13]. BRKGA tuning is run
considering five reduced-size traffic instances for each TP
and network, and as a result a combination of parameters is
obtained for each of them. The parameters found to run GRASP
are provided in Table V.

C. CAPEX Using Relative (Grid-Dependent) BV-WSS
Costs

Next, we solve the MIFO problem with the aim of finding,
given a target CAPEX investment and a set of relative cost
values for the different BV-WSSs, the maximum affordable cost
for each (grid-dependent) BV-WSS. Although the actual cost
for these enhanced optical devices (also involving higher costs
due to a more complex control plane) is still not available, we
assume that the finer the grid, the higher the relative cost for
a BV-WSS device should be.

In Fig. 3, we provide, for each network topology, the traffic
profile (TP), the frequency grid, and the network CAPEX for
the MIFO problem solution. Note that the CAPEX here only
accounts for the network equipment costs (i.e., Eq. (2)). Each
of the points in the plots corresponds to an average over 10
independent runs (each lasting for 40 iterations) of the GRASP
heuristic algorithm. For the sake of a comprehensive analysis,
we consider two traffic scenarios for each TP; these are a highly
loaded scenario (4.5 Tb/s are injected into the network) and a
medium one (3.5 Tb/s). Thus, out of the 10 runs, 5 correspond
to the highly loaded scenario and 5 to the medium one.
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Fig. 3. (Color online) Network CAPEX (IP/MPLS and optical equipment cost) as a function of the relative cost for one BV-WSS. The three network
topologies are analyzed under the four different slot widths.

TABLE VI
AVERAGE BV-T NUMBER (#) AND BIT-RATE (Gb/s)

# Gb/s

Network Grid TP-1 TP-2 TP-3 TP-1 TP-2 TP-3

TEL

50 158 148 119 64 70 70
25 190 179 118 50 49 67
12.5 229 219 117 37 39 66
6.25 277 260 118 30 32 66

BT

50 136 121 111 55 59 64
25 170 150 112 42 47 63
12.5 215 160 111 32 41 58
6.25 255 164 110 26 39 57

DT

50 147 117 115 59 58 62
25 183 140 117 49 50 61
12.5 235 157 116 41 45 60
6.25 257 170 117 31 41 61

The plots in Fig. 3 clearly illustrate the effectiveness of
narrower grids in grooming data directly at the optical layer,
thus reducing the network CAPEX. Besides, such a positive
effect is clearly dependent on the TP considered. For TP-1, one
can observe that the introduction of finer grids allows for the
spectrum to be better exploited, and hence to achieve further
benefit. In TP-2, by contrast, the 6.25 GHz grid provides the
same performance as the 12.5 GHz in both the TEL and DT
networks, and the 25 GHz in the BT network. Eventually, in

TABLE VII
AVERAGE REDUCTION PER GRID IN NODE SWITCHING

CAPACITY (SW) AND FLOW SWITCHED (FS) (WITH RESPECT

TO THE 50 GHz GRID)

SW (%) FS (%)

Network Grid TP-1 TP-2 TP-3 TP-1 TP-2 TP-3

TEL
25 13 11 8 10 8 4
12.5 20 13 8 16 9 4
6.25 24 13 8 24 11 4

BT
25 5 4 1 5 5 1
12.5 8 7 2 7 7 2
6.25 14 7 2 14 8 3

DT
25 4 6 1 4 12 1
12.5 11 10 1 11 13 2
6.25 17 14 1 17 14 2

TP-3, the main benefit is obtained just by considering a 25 GHz
grid.

Complementing these results, Table VI reports the average
number and bit-rate of the installed BV-Ts, and Table VII
provides the average reduction (with respect to the 50 GHz
grid) in both IP/MPLS node switching capacity and actual
amount of traffic switched (flow switched). As expected, these
values are strongly dependent on both the frequency grid and
TP evaluated. As anticipated in Section II, and as long as
the TP analyzed allows for it, the use of finer frequency grids
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TABLE VIII
AVERAGE BV-WSS AFFORDABLE COST INCREMENT PER

FREQUENCY GRID (%)

Grid TP-1 TP-2 TP-3 Average

25 25.6 27.3 16.6 23.2
12.5 41.3 36.1 23 33.5
6.25 57.6 38.9 23.4 39.9

entails a higher number of BV-Ts due to the more fragmented
spectrum, which eventually results in a different grooming
of demands into lightpaths (according to the mapping shown
in Table I and the equipment costs provided in this section).
However, this increase comes at the benefit of having a
considerably much lower average bit-rate per BV-T, a fact
which leads to lower switching capacity, and therefore, to
cheaper IP/MPLS equipment.

Finally, in order to estimate the maximum affordable cost
increment for a BV-WSS in the 6.25 GHz grid, we use as a
benchmark reference a BV-WSS cost in the 50 GHz grid (see
dotted lines in Fig. 3). In the TEL network under TP-1, the
cost of the BV-WSSs can be, for the same network CAPEX, as
high as 43 c.u., that is, 72% more expensive than the one used
in the 50 GHz grid (25 c.u.). However, when the on-average
bit-rate of the demands increases in both TP-2 and TP-3, the
cost of a BV-WSS decreases to about 41 c.u. (64%) and 37 c.u.
(23%), respectively.

In Table VIII, the average BV-WSS affordable cost in-
crement provided by each frequency grid is reported. In
light of these results, which represent an average over the
three network topologies, it is clear that from a temporal
perspective given by the on-average bit-rate of demands, high
cost increments can be assumed for a 6.25 GHz grid BV-WSS
in the near future (57.6%). However, considering the expected
traffic evolution, which for the long term estimates a TP
similar to TP-3 analyzed in this paper, these investments
will not be profitable. Therefore, it can be concluded that
investments in flexgrid optical networks using the 12.5 GHz or
even the 25 GHz grid (considering the increased management
complexity of the network in finer frequency grids) are cheaper
in the short term and are more appropriate for medium-term
and long-term scenarios.

VI. CONCLUSIONS

This paper has addressed the design of a multilayer
IP/MPLS-over-flexgrid network. To this end, an ILP for-
mulation has been presented and, given its complexity, a
GRASP metaheuristic has been developed. Through extensive
numerical experiments, we have analyzed the cost implications
that the frequency grid (slot width) has on this emerging
multilayer network planning problem. For the sake of a
comprehensive study, we have considered a set of realistic
network topologies, equipment costs, and traffic instances.

The results have shown that the benefits that can be
achieved through the use of finer slot widths are strongly
dependent on the actual traffic profile (TP) under which the
network is operating. Whilst investments in costly BV-WSS
(finer grid) devices are very well motivated under traffic

conditions reporting a high number of light bit-rate demands,
which represent short-term traffic scenarios, they do not seem
profitable in the long term, where a reduced number of
higher bit-rate demands are expected. Consequently, this study
reports both the 12.5 GHz and the 25 GHz slot widths as
potential candidates for the deployment of future multilayer
networks based on flexgrid technology.
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