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Abstract

The astonishing development of the Information and Communication Tech-

nologies (ICT) of the last decades fosters larger and larger demands in terms

of network infrastructures and cloud computing datacenters facilities. The

ever increasing data volumes to be processed, stored and accessed every day

in the modern cloud infrastructures connected by ultra-high bandwidth net-

works require huge performance that results in the ICT energy demand to

grow at faster and faster pace. Therefore, the energy consumption and

the concomitant green house gases (GHG) emissions of the Internet are be-

coming major issues in the Information and Communication Society (ICS).

The Internet infrastructure, comprising both network (routers, switches,

line cards, signal regenerators, optical amplifiers, etc.) and cloud facilities

(servers, storage systems, racks, power distribution systems, cooling equip-

ment, etc.) have reached huge capacities but their development has not

been compensated at the same rate as for their energy consumption. It is

estimated that the Internet infrastructure consumes 12,6% of the worldwide

electricity production (equivalent to the power output of about 240 mod-

ern nuclear power reactors). Furthermore, the overall power consumption

of ICT equipment is growing steadily, with a mean rate of 12% per year,

further stressing the need for systemic energy-oriented solutions: energy-

efficient devices managed by energy-aware protocols and algorithms, and

powered by a smart grid power distribution network employing renewable

energy sources. The research works leading to this Thesis investigate the

current challenges for a sustainable high-performance Internet infrastruc-

ture and propose new energy-oriented models, protocols, algorithms and

paradigms that, considering energy and GHG as novel constraints, opti-

mize the Internet ecological footprint while not disrupting the performance,

towards sustainable society growth and prosperity.
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1

Energy-oriented Optimizations

Towards Sustainable Internet

1.1 Introduction

In the last years, the Internet traffic has grown astonishingly, and it is foreseen (1)

that by 2016, the total Internet traffic will be three times larger than the one observed

in 2012 (equivalent to a monthly traffic of 110Exabytes of data1, Figure 1.1) and the

users connected to the Internet will grow from 2, 28 billions of 2012 to 3,4 billions in

2016 (2) (3) (4).

Besides, higher and higher bandwidth, computing and storage resources are re-

quired to cope with the emerging cloud services. Technological advancements in the

fields of semiconductors and optics have been able to provide the huge bandwidths and

computing/storage resources for satisfying the increasing demands and avoiding the

Internet collapse.

However, such a high performance Internet infrastructure requires huge amounts of

energy to power network equipment and datacenters facilities, and the power consump-

tion is becoming the main limiting factor even more than bandwidth2 and computing

capacity3. Such a growth rate in the performance is not sustainable under the busi-

11Exabyte = 103 Petabytes;
2Advancements in the fiber optic technology can provide almost unlimited bandwidth capacity;
3Moore’s law seems to encounter a limitation in the energy requirements of the CPUs, a problem

known as “dark silicon”: a large part of CPUs transistors will be unused because it would require too

much energy to power them all – something in between 1 and 10 kW of power per chip;

1
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Figure 1.1: Monthly Internet traffic growth forecast (1).

ness as usual (BAU) scenario and proper countermeasures have to be taken towards a

sustainable Internet.

Furthermore, even if the ICT sector does not directly emit green house gases (GHG)

during the use phase, the traditional power plants feeding the ICT equipment do emit

GHG to generate the required energy. Therefore, the power consumption is not the

only limiting factor for the Internet growth. Climate changes (mainly, global warming),

resource scarcity and pollution are menacing the entire world population if immediate

actions will not be taken to drastically reduce the emissions of GHG in the atmosphere.

To give an idea, in Italy and in France, Telecom Italia and France Telecom, are the

second largest consumers of electricity after the respective national railway systems, and

in the United Kingdom, British Telecom is the largest single consumer of energy (5)

(6) (4).

As a consequence, the reduction of energy consumption and GHG emissions through

the use of alternative and renewable green energy sources are among the most urgent

emerging challenges for telecommunications carriers to cope with the ever increasing

energy costs, the new rigid environmental standards and compliance rules, and the

growing power demand of high-performance networking and datacenters devices. All

the above open problems and issues foster the introduction of new energy-efficiency con-

straints and energy-awareness criteria in operation and management of modern large

2



1.2 The Internet framework

Figure 1.2: Gantt diagram of the Thesis project.

scale communication infrastructures, and specifically in the design and implementa-

tion of enhanced energy-oriented control-plane mechanisms to be introduced in next

generation Internet.

Towards this goal, this Thesis has been structured in 6 tasks, each addressing a

specific issue, and then tied all together in a comprehensive energy-oriented Internet

infrastructure, as illustrated in the Figure 1.2. The objectives accomplished in this

Thesis are reported in the following sections, together with a discussion of the achieved

results.

1.2 The Internet framework

The Internet infrastructure, schematically represented in Figure 1.3 (7), can be logically

segmented into a three-level structure, made up of an access network, a metro-edge

network and a core network. The access network provides connectivity access to the

customers; several technologies are employed, with the most commons ranging from

xDSL over copper wire to FTTx over optical fiber.

3
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Figure 1.3: Schematic view of a traditional IP network, as used by Internet service

providers (ISP) (7).

At the metro-edge network, an edge Ethernet switch aggregates the traffic from

the access network and uplinks it to the provider edge router connecting to the core

of the network. The BNG and BRAS routers are used by the ISP to provide control,

authentication and security services to the customers traffic.

A content distribution network (CDN) is also depicted, providing Video-on-demand

(VoD) to the customers. In general, a CDN is made up of a number of datacenters

located around the globe, in which the servers provide (replicated) contents to the

users, and interconnected by either the same physical metropolitan and core networks

above or transported over a dedicated high-capacity network and combined with best

effort Internet traffic at the edge Ethernet switch.

In the core network, a relative small number of high-level routers interconnect metro

networks, provide the gateway function to neighbor core nodes of different network

operators and perform all the necessary routing. The access and the metro networks

usually have a tree topology, with the metro segment providing some redundancy. The

core network topology is usually highly meshed, with the core routers interconnected by

high-bandwidth wavelength division multiplexing (WDM) fiber links, in which several

channels are optically multiplexed into a single fiber link using different wavelengths.

Optical circuit switched (OCS) networks over WDM technology are usually referred

to as wavelength-routed (or WDM-routed) networks , since at the network edge, end-

to-end connection requests have to be set-up by creating an appropriate lightpath, i.e.

a point to point optical circuit using a specific wavelength that can span more fiber

links, typically with a guaranteed bandwidth (Figure 1.4). Traffic flows that share

4



1.2 The Internet framework

Figure 1.4: An IP-over-WDM core network (8).

the same characteristics in terms of Quality of Service (QoS) requirements can be

efficiently multiplexed, or “groomed”, onto the same wavelength/lightpath channel in

time division or statistical multiplexing.

Therefore, from the logical point of view, a core network can be divided into two

layers, an optical transport network (OTN) layer and an electro-optical IP layer built

over it, as illustrated in Figure 1.5 (9). At the IP layer, the traffic is electronically pro-

cessed and then converted to the optical domain to be efficiently transported into the

optical layer by optical cross connects (OXC) which perform the optical switching at

per-wavelength granularity. A typical control-plane paradigm, like the generalized mul-

tiprotocol label switching (GMPLS), operates dynamically setting-up the connection

requests arriving at the lambda switching routers (LSR) in the IP layer, and provides

an optical connection either over an existing lightpath, by performing electronic traffic

grooming in time division multiplexing (TDM), or setting-up one or more new light-

paths in the optical layer, by configuring the appropriate switching in the optical cross

connects (OXC) nodes. Such lightpaths are then handled as single IP hop at the elec-

tronic layer; individual channels (wavelengths) can be added or dropped into fiber links

by means of optical add-and-drop multiplexers (OADM). When a new connection re-

quest arrives, the control plane has to choose not only the physical fiber links from the

specified source-destination pair satisfying the QoS requirements and providing suffi-

cient residual bandwidth, but it has also to properly select the wavelength on each fiber

5
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Figure 1.5: GMPLS-controlled connection-oriented multi-layer optical network (9).

link, respecting the wavelength continuity constraint (WCC) in all intermediate optical

nodes that are not equipped with wavelength converters (WC). This is referred to as

the routing and wavelength assignment (RWA) problem, whose objective is to minimize

the blocking probability while satisfying the QoS constraints. The RWA problem, that

can be naturally formulated as an integer linear programming (ILP) problem, has been

shown to be NP-complete (10). The integrated RWA problem is referred to a com-

bined wavelength routing and grooming optimization paradigm, taking into account

the whole topology and resource usage information at both layers. In our model, the

GMPLS control plane provides the appropriate routing and signaling protocols, such

as the link-state OSPF-TE and RSVP-TE protocol, accurately disseminating correct

and up-to-date information about the network state to each node, as well as taking

care of resource reservation, allocation and release.

In such a context, we focused on the core network segment, and proposed sev-

eral integrated RWA schemes working under different assumptions: complete or partial

knowledge of network status, global control or individual selfishness of network el-

ements, different requisites of computational and space complexity, etc. (Task 1.a:

Address the (energy-unaware) dynamic RWA problem, in order to accommodate the

connection requests minimizing the blocking probability).

6



1.2 The Internet framework

In large-scale communication networks, like the Internet, it is usually unfeasible to

globally manage network traffic. Accordingly, when modeling the traffic behavior in

absence of global control, it is typically assumed that network users follow the most ra-

tional approach, that is, they behave selfishly to optimize their own individual welfare.

Such a consideration motivates our RWA approach based on models from the Game

Theory in (11) (“Selfish Routing and Wavelength Assignment strategies with advance

reservation in inter-domain optical networks”), in which each player is aware of the

situation facing all other players and tries to minimize his own cost. We re-formulated

the RWA problem in modern connection-oriented all-optical network architectures by

considering solution strategies from distributed multi-commodity network congestion

games, which are solved by multiple agents operating in a non-cooperative but coor-

dinated manner. The simulation results show that our approach may be particularly

attractive for its scalability features and hence useful in large optical networks where

many nodes, belonging to different administrative domains, operate selfishly by ex-

changing only a small amount of information needed for the coordination among them.

In (12) (“Constrained Minimum Lightpath Affinity Routing in multi-layer optical

transport networks”), we presented a two-stage wavelength routing algorithm, easily

integrable in state-of-the art routing and signaling protocols and technologies, built on

an on-line dynamic grooming scheme that finds a set of feasible routes on lightpaths

which fulfill some QoS and traffic engineering requirements and bases its final choice

on a novel heuristic global path affinity minimization concept. The algorithm demon-

strated the capabilities of achieving a better load balance and resulting in a significantly

lower blocking probability than the existing methods for both optical networks under

the wavelength continuity constraint and with sparse wavelength converters. The abil-

ity to guarantee both a low blocking probability and a low computational complexity

make the on-line dynamic RWA algorithm very attractive for the modern multi-layer

wavelength-switched networks and may truly become part of an effective and flexible

control-plane framework.

In (13), a dynamic RWA scheme, called Spark, has been presented, easily integrable

in state-of- the art routing and signaling protocols and technologies. Spark is conceived

to work on both pure optical and hybrid electro-optical switching and routing devices,

transparently handling grooming of lower rate connections, and capable to operate in

7
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presence of wavelength conversion devices. The algorithm, despite of its very low com-

putational complexity, significantly lowers the blocking probability as compared with

many widely used routing algorithms, thanks to its load balancing cost and scoring

functions. These features, together with the high operating flexibility and configurabil-

ity due to its native parametric design, and flexible network modeling framework, make

the Spark algorithm an ideal candidate to be implemented in modern industrial optical

control plane frameworks. Spark not only is a parametric – hence tunable – algorithm,

but it also represents a reusable structure that can be used to obtain different versions

of Spark itself. There are several aspects under which Spark may be modified for future

works and investigations. The weighting function may be adapted to take into account

also other features besides global and residual bandwidths, like, for example, the phys-

ical length of fibers, the average signal latency time on the fiber or the charge fee for

the use of links, thus minimizing other objectives as well as the existing ones. The path

scoring function may be further modified in order to give different importance to criti-

cal links (a critical link may be a link whose residual bandwidth dramatically decreases

after the route of the connection request on it), even if Spark already implicitly handles

critical links through its inherent traffic engineering and resources balancing behavior.

In particular, Spark has been extended in GreenSpark (14) (“An Energy-Aware Dy-

namic RWA Framework for Next-Generation Wavelength-Routed Networks”), which

takes into account the energy and GHG constraints (discussed in Section 1.3).

Dynamic demands and topology changes caused by the addition and deletion of

new links and/or capacity, together with limited or inaccurate information available

for dynamic routing and online routing decisions made on a best-of-now basis, without

knowledge of the lightpaths to be set-up in the future, cause the wavelength routing

logic to behave sub-optimally, causing inefficiency in the network resources usage and

thereby creating opportunities for improvements. Lightpath topology re-optimization

seizes on these opportunities and offers network operators the ability to better adapt to

the network and user requests dynamics. This is achieved by regularly (or upon a partic-

ular event) re-routing the existing demands, temporarily eliminating the drift between

the current solution and the optimal one that is achievable under the same conditions.

Starting from the above premises, in (15)(“A GRASP-based network re-optimization

strategy for improving RWA in multi-constrained optical transport infrastructures”)

8



1.2 The Internet framework

we formulated a hybrid approach for integrated online routing and offline reconfigura-

tion of optical networks with sub-wavelength traffic (Task 1.b: Address the connections

re-optimization problem in networks). The key feature of such a scheme is the abil-

ity to maintain the network balanced through adaptive on-demand re-optimization by

ensuring that a sufficient capacity is kept available between any ingress-egress pair so

that the maximum number of connections arriving to the network can be satisfied. The

overall focus of this work has been on the balancing between the reconfiguration cost (in

terms of disturbance to the users connections already deployed over the network) and

a good and simple RWA and grooming solution. We defined a set of suitable goals and

strategies for an integrated approach, and provided a formulation of the re-optimization

procedure based on an iterative refinement process of multiple local search steps struc-

tured as a GRASP meta-heuristic procedure. We also developed a heuristic strategy

that attempts to achieve minimal disturbance reconfiguration by performing local re-

configuration and delaying as possible the need for global reconfiguration. Furthermore,

re-optimization would only occur when needed (when the rejection ratio become un-

acceptable and the potential savings from re-optimization exceeds some threshold) or

upon certain events such as when new links are added or torn down. Simulation results

show the notable margins of re-optimization achievable with our approach as well as

the time complexity feasibility in real networks such as NSFNET and GEANT2. Re-

jection ratios of connection set-up requests decreased, allowing more connections to be

successfully routed, and bandwidth gains have been observed in all the simulation runs.

Besides, we proposed an efficient parallel implementation of GRASP with path-relinking

that showed quite linear speedups in the number of processors and such a strategy has

been successfully applied to greatly accelerate the proposed re-optimization scheme.

The proposed re-optimization schema achieved prominent improvements in network

efficiency, with the consequent cost savings.

In order to support all the research tasks, we developed SimulNet (16) (“SimulNet:

a wavelength-routed optical network simulation framework”), a WDM-routed networks

simulator, realized for the design and the evaluation of RWA and optimization algo-

rithms (Task 0: Develop a simulation framework to support the research tasks). Simul-

Net has shown good flexibility in managing even complex networks and has exhibited

accuracy of simulations results and satisfactory performances, making it a useful tool

for the network research community.

9



1. ENERGY-ORIENTED OPTIMIZATIONS TOWARDS
SUSTAINABLE INTERNET

In order to achieve the energy-oriented paradigm for the Internet infrastructure,

the energy has to be considered as an additional constraint, and the so called “energy

problem in the Internet” arises, which is briefly discussed in Section 1.3.

1.2.1 Motivations for the energy problem in the Internet

Nowadays it is becoming mandatory to consider energy-oriented solutions that explic-

itly take into account the energy and the GHG as additional constraints to operate in

the Internet infrastructure. This motivation is supported by a number of factors:

1. the current worldwide energy shortages; the Internet infrastructure absorbs a no-

table share (12,6% (17)) of the worldwide energy production and it is responsible

for the emissions of large quantity of GHG in the atmosphere;

2. the rising costs of energy as fossil fuels become scarcer;

3. the need for new alternative and renewable green sources of energy;

4. the growing interests of governments and society into eco-concerns.

In such a context, there is a lack of a comprehensive energy-oriented paradigm for

the Internet infrastructure, comprising both energy-efficient architectures and energy-

aware algorithms and protocols that take into account the absorbed energy, the emitted

GHG and the availability of renewable energy sources. This Thesis is focused on these

very issues and tries to address the lack of such a paradigm by proposing energy models

for energy-efficient architectures, energy-aware algorithms and protocols conceived to

optimize the use of energy and minimize GHG emissions while preserving the traditional

criteria such as network and datacenters load balancing in order to serve as many

demands as possible and thus maximizing the system availability.

1.3 The energy problem in the Internet

Human activities have severe impacts on the environment: energy-consumption, re-

sources exploitation, GHG emissions, pollution, climate changes, global warming and

global dimming form part of the human ecological footprint. The ecological footprint

measures humanity’s demand on the biosphere in terms of the area of biologically pro-

ductive land and sea required to provide the resources we use and to absorb our wastes.

10



1.3 The energy problem in the Internet

The ecological footprint is thus a measure of human demand on the Earth’s ecosystem.

It compares human’s demand with Earth’s capacity to regenerate its resources. It is

possible to estimate how many natural resources it would take to support humanity if

everybody lived a given lifestyle. For 20091, human ecological footprint was estimated

at 1.5 planet Earths (18) – in other words, humanity uses ecological services 1.5 times

faster than Earth’s capacity to renew them (by drawing from Earth’s reserves)2. Sim-

ply stated, humanity’s demands exceed our planet’s capacity to sustain us. Therefore,

energy consumption and the GHG emissions have imposed as new constraints for hu-

man activities. Furthermore, as fossil-fuels availability is becoming scarcer, the cost

of energy is consequently increasing. Therefore, the human ecological footprint repre-

sents an energy (Watt), environmental (CO2) and economic (e) problem that has to

be accounted for also when dealing with the ICT sector and the Internet.

In fact, the Internet requires electric energy to work. In order to assess the GHG

emissions of Internet equipment, it is necessary to study where the electrical energy

comes from. Electrical energy is not directly present in nature; it is derived from

primary energy sources, i.e. sources directly available in nature, such as oil, solar,

nuclear energies, etc.

The conversion from primary to electrical energy is a process that may emit large

quantity of GHG gases (carbon footprint). About 30% of the world primary energy is

used to produce electrical energy (with an average yield of about 40%), and 7% of the

worldwide produced electrical energy is absorbed by ICT infrastructures alone (only

during the use phase), corresponding to 156 GW of electrical power and to 2-3% of the

worldwide GHG emissions, as much as the aviation industry (19). Figure 1.6 illustrates

the worldwide energy production and consumption in 2007 and the different shares for

producing electrical energy.

When including embodied energy and replacement timespan, the Internet devices

and infrastructure (routers, Wi-Fi/LAN, cell towers, telecom switches, fiber optics and

copper cables, desktops, laptops, cloud, smartphones and servers) absorbs on average

12,6% of the worldwide produced electrical energy (17), corresponding to the equivalent

1Latest available data; every two years, this number is recalculated — with a three year lag due to

the time it takes for the UN to collect and publish all the underlying statistics.
2If all the world population lived as the United States’s does, it would require 4 planet Earths, plus

1 additional planet only for the garbage disposal.

11
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Figure 1.6: Worldwide energy production and consumption (19).

electricity production of 240 modern nuclear power reactors (between 1.1 and 1.9% of

the 16 TW used by humanity (19)(20)).

Furthermore, primary energy sources can be divided into two categories: not-

renewable and renewable energy sources. Not-renewable energy sources are essentially

those coming from Earth’s reserves (e.g. fossil fuels such as oil, coal, gas), whilst renew-

able energy sources are those coming from Earths’s flows (e.g. sunlight, winds, tides,

etc). Fossil fuels are burned to transform bio-chemical energy into electrical energy,

and in this process large quantities of GHG (such as the carbon dioxide, CO2, and

other polluting particles) are emitted in the atmosphere, thus contributing to global

warming and pollution. Nuclear energy is a not-renewable source of energy (since ura-

nium and plutonium are available in limited quantities) and, although nuclear plants

do not emit considerable amounts of CO2, they do have other severe impacts on the

environment. Nuclear energy is responsible of a massive ecological footprint: the inten-

sive exploitation of natural resources for the extraction of the radioactive materials, the

12



1.3 The energy problem in the Internet

huge amounts of fresh water that are drained and warmed up to cool the reactors1 and

the dangerous radioactive wastes that are produced and for which there is no definitive

solution for their disposal yet. As a result, not-renewable energy sources are dirty in

the sense that they affect the environment in several ways.

Renewable energies (solar, wind, geothermal, hydro-electrical, tidal energies, etc.)

represent part of the solution. They are a limited resource, since available in limited

quantity at a time, but they are virtually inexhaustible, since – as the name suggests

– they are renewable, meaning that they regenerate in a more or less cyclic fashion2.

Besides, renewable sources are clean (usually referred as green) as they do not emit

GHG during the energy production phase3, although some drawbacks are still present

(lower efficiency when compared to traditional dirty energy sources, visual and noise

impact of wind turbine, large surfaces covered by solar panels, etc.).

However, to be effective, any new solution has to be evaluated under its life-cycle

assessment (LCA). LCA comprises material extraction, transportation, production,

use and disposal as the five phases in the life cycle of a product and all phases should

be considered. The LCA provides a complete view of the environmental impact of a

product (i.e., its ecological footprint) (21). It has been proved that renewable energy

sources are beneficial over their entire life-cycle (22).

Since renewable energies are green and virtually inexhaustible, they are the per-

fect candidate to support the eco-sustainable growth. Nevertheless, renewable energy

sources may not be always available; sun, wind and tide are cyclic or even almost

unpredictable phenomena, though some inertia is guaranteed by energy storage sys-

tems (battery packs, potential energy accumulation systems, electric vehicles, etc.). In

this sense, a follow the sun/wind/tide approach (23) and the knowledge of the current

energy source and power consumption of the devices may be taken into account and

exploited by an energy-aware paradigm to optimize the overall energy consumption and

GHG emissions. The Internet infrastructure has inherent capability to exploit renew-

able energy sources since it mainly needs electrical power to operate (of which about

20% of GHG emissions come from manufacturing, while the remaining 80% comes from

equipment use (24)).

1In France, 40% of the overall drained water is used to cool nuclear power reactors.
2The key benefit of renewable energy sources is that the energy comes from the nature’s flows, and

not from nature’s reserves.
3Except biomasses and geothermal.
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Accordingly, the efforts to address the Internet energy problem, which are gain-

ing growing interest by the research community as well as by the governments and

industries (25), are focused on three orthogonal dimensions:

• Energy-efficiency: refers to a technology designed to reduce the equipment energy

consumption without affecting the performance, according to the do more for less

paradigm. Such solutions are usually referred to as eco-friendly solutions;

• Energy-awareness: refers to an “intelligent” technology that adapts its behavior

or performance based on the current working load and on the quantity and quality

of energy that the equipment is expending (energy-feedback information). It

implies knowledge of the type (green or dirty) of energy sources that supply the

equipment thus differentiating how it is currently being powered. Energy-aware

solutions are usually referred to as eco-aware solutions;

• Smart Grids: refers to a power distribution network in which consumers and

providers have the knowledge of the quantity, quality and cost of energy flowing

into the system, and in which the energy is exchanged between neighbors in a

dynamic, adaptive fashion. Smart grids promise to change the traditional energy

production/consumption paradigm in which one large (dirty) energy plant pro-

vides with energy the whole region, towards a configuration in which many small

renewable energy plants (e.g. solar panels placed on the top of the buildings,

wind turbines in the courtyards, etc.) interchange the energy. Each site becomes

an energy consumer/producer, and the excesses are released into the smart grid,

which redistributes it to the sites where the energy is needed or the renewable

energy is not currently available. Smart grids open a new scenario in which the

energy production and consumption can be closely matched avoiding peak power

productions, and in which the energy quantity, quality and cost vary in function

of the power plant producing it. Therefore, smart grids are foreseen to play a

fundamental role in reducing GHG emissions and energy costs since they allow

premises, datacenters, storage and computational resources to be interconnected

to different energy sources and possibly dislocated near renewable energy plants

or where the environmental conditions are favorable (e.g. cold climate can be

exploited to efficiently cool down machines).

14



1.3 The energy problem in the Internet

The three dimensions are orthogonal in the sense that they may and should act in

concert. Energy-efficiency shall be applied to lower architectural levels and comprises

technological innovations in order to execute a task with lower energy consumption with

respect to previous solutions. Energy-awareness acts at higher levels which control

the subordinate components in order to modify or adapt their behaviors to achieve

lower overall energy consumption and globally lower GHG emissions. In an energy-

oriented infrastructure, energy-efficient devices have to be managed by energy-aware

technologies. In this sense, energy-efficiency may be seen like the efficient body and

energy-awareness as the intelligent mind of an energy-oriented infrastructure.

Therefore, from a high-level perspective, energy-oriented solutions comprise energy-

efficient devices, controlled by energy-aware algorithms and protocols, and powered by

a smart grid power distribution network employing renewable energies, in a systemic

approach encompassing the whole LCA, towards sustainable society growth and pros-

perity.

Accordingly, to achieve the energy-oriented paradigm for the Internet infrastructure,

we proceeded step-wise, addressing specific problems at a time (identified by the tasks

of the Thesis), and then tying them all together in a comprehensive energy-oriented

framework.

As a first step in order to lower the energy consumption and the concomitant GHG

emissions of the Internet infrastructure, it is necessary to assess the power consumption

of current and future energy-aware architectures through extensive energy models that

characterize the behaviors of the network equipment (Task 2: Build energy models to

represent energy consumption of network nodes, links and circuits). In (26) (“Energy-

oriented Models for WDM Networks”), the main energy models currently employed

in the literature have been presented and discussed, providing an overview over the

different scenarios that are currently being employed in WDM networks. It has also

been presented a comprehensive energy model which accounts for the foreseen energy-

aware architectures and the grow rate predictions, including different types of traffic

of a WDM networks. The model, based on real energy consumption values, tries to

collect the main benefits of the previous models while maintaining low complexity and,

thus, high scalability.

Power management strategies that allow network infrastructures to achieve ad-

vanced functionalities with limited energy budget are expected to induce significant
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cost savings and positive effects on the environment, reducing GHG emissions (Task 3:

Analyze energy-efficient architectures in the literature and compare their effectiveness

and practicability in routers). Power consumption can be drastically reduced on individ-

ual network elements by temporarily switching off or downclocking unloaded interfaces

and line cards. At the state-of-the-art, Adaptive Link Rate (ALR) and Low Power Idle

(LPI) are the most effective local-level techniques for lowering power demands during

low utilization periods. In (27) (“Analyzing Local Strategies for Energy-efficient Net-

working”), by modeling and analyzing in detail the aforementioned local strategies, we

point out that the energy consumption does not depend on the data being transmitted

but only depends on the interface link rate, and hence is throughput-independent. In

particular, faster interfaces require lower energy per bit than slower interfaces, although,

with ALR, slower interfaces require less energy per throughput than faster interfaces.

We also note that for current technologies the energy/bit is the same both at 1 Gbps

and 10 Gbps, meaning that the increase in the link rate has not been compensated at

the same pace by a decrease in the energy consumption.

However, even though increased energy-efficiency reduces the power requirement

without compromising the performance, it does not necessary lead also to reduced over-

all energy consumption and GHG emissions. In fact, any novel solution may present

the rebound effect (also known as Jevons paradox or Kazzoom-Brookes postulate, de-

pending on the context (23)(21)). An increase in the energy-efficiency may lead to

decreased end-user costs, causing a rise in the demand. Such an increase may overcome

the offset gained with the energy-efficiency, globally causing higher energy demand and

GHG emissions. Therefore, in order to overcome the rebound effect, it is necessary

to consider energy-aware solutions in a systemic approach encompassing smart grids

with renewable energy sources, that are aware of the quantity and quality (green or

dirty) of energy they are requiring and that adapt their behavior in function of such

an information.

Towards this goal (Task 4.a: Propose energy-aware algorithms to work in conjunc-

tion within the energy model to reduce the network ecological footprint), ILP formula-

tions have been presented in (28) (“Energy-Aware RWA for WDM Networks with Dual

Power Sources”) and (29) (“Towards an energy-aware Internet: modeling a Crosslayer

Optimization approach”) in order to formally characterize the energy-oriented RWA

problem and its complexity. In (28), energy-aware ILP formulations exploiting dual
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energy sources have been presented along with an energy model in which no sleep mode

is available but the optimization relies only on the traffic-variable power consumption of

the network elements (NE). Two ILP formulations for the energy-aware RWA problem

have been presented: minimum power (MinPower-RWA) and minimum GHG emissions

(MinGas-RWA) strategies with the objective to minimize respectively the absorbed en-

ergy and the emitted GHG. Results show that the MinPower-RWA strategy may save

a considerable amount of energy by routing the lightpaths on minimum consuming

NEs and that the GHG emitted may be notably reduced by the MinGas-RWA strat-

egy that prefers NEs powered by green energy sources. In (29), the energy-aware ILP

formulations exploiting dual energy sources in (28) have been extended to comprise

the connection requirements on the guaranteed bandwidth (lightpath bitrate, thus sup-

porting lightpath with different bitrates), and to prove its effectiveness when the ALR

energy-saving technique is employed. Results, obtained in the well-known NSFNET

network topology, show that substantial savings are achievable both in terms of energy

consumption and GHG emissions. Besides, as drops are observed in the day/night

traffic at core network nodes, there is room for some possible optimizations by putting

NEs into sleep mode only partially (per-interface sleep mode). In fact, putting into

sleep mode single interfaces or line cards may have some sense, saving up to 50% of

the total router power (30). The ILP formulations solves at optimum the static RWA

problem, in which all the connection requests are known a priori, thus providing a

lower bound for the achievable energy and GHG savings. In the dynamic RWA prob-

lem, no a priori knowledge is available on the connections requests that will arrive at

the network; therefore, heuristic methods that find a high-quality solution in affordable

computational time are required.

In (14) (“An Energy-Aware Dynamic RWA Framework for Next-Generation Wave-

length Routed Networks”), a novel heuristic-driven dynamic RWA algorithm, called

GreenSpark, has been proposed. GreenSpark aims at the minimization of power con-

sumption and GHG emissions in wavelength-routed backbone networks. It operates

by progressively routing the dynamically incoming connections on a two-stage basis; in

the first stage, a set of k feasible paths is found according to traditional load-balancing

objective. Then, in the second stage, the greenness of the k paths is evaluated in terms

of power consumption (MinPower) and/or GHG emissions (MinGas), and the best path

is finally selected to route the connection. Even with low k values (i.e. k = 3), and

17



1. ENERGY-ORIENTED OPTIMIZATIONS TOWARDS
SUSTAINABLE INTERNET

despite its very low computational complexity, GreenSpark achieves significant power

savings and carbon footprint reduction together with an increment of the load-balance,

resulting in lower blocking probability as compared with several widely used routing

algorithms. Apart from defining an energy consumption model for the IP over WDM

network, one of the most significant added values of the framework is the incorpo-

ration of both physical layer issues, such as power demand of each component, and

virtual topology-based energy management with integrated traffic grooming, adversely

conditioning the usage of energy hungry links and devices. Moreover, since the above

model also takes into account the type of power supply associated with each device,

by privileging green sources, the proposed scheme can also be useful for equalizing the

carbon footprint of entire areas within a real network scenario in which each device

location may be characterized by a differentiated (green or dirty) energy source. Here,

multi-objective optimization may help us in finding the appropriate trade-off according

to the relative importance of network performance and environmental friendliness.

These energy-aware RWA algorithms require an underlying routing protocol that

distributes up-to-date information about the energy consumption and GHG emissions.

In (31), (32) and (33), energy-aware OSPF-TE protocol extensions have been presented

(Task 4.b: Propose energy-aware routing protocols to disseminate energy consumption

and GHG emissions of the network elements). In (31), opaque link state advertisements

(LSAs) of the OSPF protocol are used to implement the proposed extensions. Consider-

ing an agile implementation, new TLVs have been added directly to the TE extensions

for OSPF (TE-LSA, Opaque Type 1). Each value in the TLV corresponds to a different

type of energy source, where greater values correspond to higher CO2 emissions (i.e.

higher energy level). The proposed TE LSAs are flooded over the whole network on a

fixed time-basis, informing the current energy source information per edge. A simple

green routing algorithm is also proposed, aiming to route the traffic towards green en-

ergy sources. Results show a 16% reduction in the energy level and an increase of 3.3%

at most in the blocking rate. In (32), the ESA routing and re-optimization algorithm is

proposed to reduce CO2 emissions in dynamic GMPLS controlled core optical networks.

Results show that the ESA routing algorithm can decrease CO2 emissions, compared

to traditional shortest path and pure load balancing algorithms. Employing re-routing

strategies together with the ESA algorithm can further bring down CO2 emissions at

the expense of increased blocking probability. By adding load balancing criteria, the
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algorithm can reach the lowest blocking probability in certain range. A clear trade-off is

observed between connection blocking probability and obtained CO2 savings. In (33),

a green-aware routing algorithm, EE, is proposed, supported by proper underlying

OSPF-TE protocol extensions. Green-awareness is enabled by flooding energy source

information over the network, which is used in OSPF-TE routing decisions to lower the

GHG emissions. Observing the behavior of the EE algorithm under different scenarios,

it is seen that the proposed algorithm can save up to 27% of the GHG emissions (in

terms of cost unit) at the expense of a marginal increase in the path length, compared

to traditional shortest path routing algorithm. As a consequence of the higher mean

path length and of the created “hot pot” effect, the blocking probability may increase

up to 6% when the energy source updating interval is long. On the contrary, when the

interval is short, the blocking probability of the EE algorithm reaches values even bet-

ter than the traditional SP algorithm, due to the better load balancing induced by its

energy cost function. However, this option may be limited due to the real dynamics of

the green and dirty sources. An operator should also consider extra network overhead,

and the possible additional expenses for obtaining the information from Smart grid

network. When designing an energy efficient optical network, the proposed approach

gives a direct insight into the behavior of a green-aware routing algorithm.

Apart from the network infrastructure, a considerable part of the energy consumed

by the Internet is due to datacenters (the equivalent of 26 modern nuclear power reactors

are required worldwide to power datacenters (19)). Therefore, a small step has been

done in this sector to reduce datacenters ecological footprint (Task 5.a: Propose energy-

aware solutions for optimizing energy consumptions in datacenters and grid sites).

In (34) (“Saving Energy in Data Center Infrastructures”), we presented Energy-

Farm, an energy manager which can be used on the modern and future grid/cloud data

center infrastructures to save energy. Current farms are usually over-provisioned and

fluctuations in the traffic load are observed at various time periods. To take advan-

tage of such a situation, we developed EnergyFarm which, through the service-demand

matching algorithm and the job aggregation capabilities, allows turning off idle servers,

while respecting both the demand requirements and the logical and physical dependen-

cies. Results showed that great efficiency in the resource allocation can be achieved

(between 20% and 68%), allowing significant energy, cost and emissions savings.
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When considering energy-proportional devices, as servers in datacenters or energy-

aware network routers, a new form of Denial of Service (DoS) attacks may be put in

place: exploiting the computational and storage resources of datacenters with the aim

of consuming as much energy as possible, causing detrimental effects, from high costs

in the energy bill, to penalization for exceeding the agreed quantity of CO2 emissions,

up to complete denial of service due to power outages (Task 5.b: Evaluate possible risks

in ICT associated with the emerging energy problem).

In (35) (“Evaluating Network-Based DoS Attacks Under the Energy Consumption

Perspective”), we pointed out for the first time the risks related to energy-oriented

attacks and, in particular, we evaluated the impacts of network-based distributed DoS

(DDoS) attacks under the energy consumption perspective. We analyzed different types

of such attacks with their impacts on the energy consumption, and showed that current

energy-aware technologies may provide attackers with great opportunities for raising

the target facility energy consumption and consequently its GHG emissions and costs:

the more energy-proportional, the more vulnerable. DDoS attacks have the potential

not only of denying the service of the target facility, but may be carved to explicitly

impact its energy consumption. Such attacks may be targeted at several objectives:

increment the energy consumption, the GHG emissions and introducing, in the worst

cases, power outages. Some of these attacks are relatively easy to perform, e.g. CPU

and I/O-bound based ones, whilst others are more difficult to deploy. We also pointed

out that, in order to be successful under the energy-consumption perspective, a DDoS

attack does not necessary need to penetrate into the target system, but its goal can be

accomplished by simply having the intrusion detection/prevention systems (IDS/IPS)

to work harder. In any case, the potential of such attacks should not be underestimated

and effective power management techniques have to be deployed to prevent detrimental

effects.

Finally, in (29) (“Towards an energy-aware Internet: modeling a Crosslayer Op-

timization approach”), a holistic vision on the energy-oriented Internet is provided

in which energy-efficient architectures are powered by a smart grid power distribu-

tion system employing renewable energy sources and are controlled by an intelligent

energy-aware control plane, which is able to operate the Internet to minimize its ecolog-

ical footprint (Task 6: Propose a comprehensive energy-oriented Internet infrastructure
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encompassing energy-efficient technologies, energy-aware algorithms and protocols and

smart grid power distribution systems).

The main ideas of the energy-oriented paradigm proposed in this Thesis have been

presented also in the two book chapters (36) (“Towards Energy-Oriented Telecommu-

nication Networks”) and (37) (“Green Datacenter Infrastructures in the Cloud Com-

puting Era’), which discuss the energy-oriented Internet paradigm from a high-level,

divulging perspective.

1.4 Conclusions and future works

The Information and Communication Society (ICS) is experiencing an astonishing de-

velopment driven by the possibilities offered by the Information and Communication

Technologies (ICT). The Internet infrastructure (both network and cloud facilities) has

to support larger and larger demands in terms of bandwidth, computing and storage

resources, and one of the main limiting factor for its development is the energy demand

and the concomitant GHG emissions. This fact represents the main motivation for this

Thesis that, considering energy and GHG emissions as novel constraints, provides a

systemic energy-oriented paradigm for the Internet, in which new energy models, pro-

tocols and algorithms optimize the Internet ecological footprint while not disrupting

the performance, towards sustainable society growth and prosperity. The research car-

ried out in this Thesis opens new perspectives towards sustainable Internet; starting

from the works in this Thesis, a number of future works can be outlined.

In (28) and (29), we advised that modifications to current router architecture and

routing protocols need to be investigated in order to support per-interface sleep mode

of routers. Besides, renewable energy sources may vary their availability with time

(e.g. solar panels only generate electricity during the day). While in the current work

we handled the availability of green and dirty sources in a static way, in future works

statistically variable green energy sources may be considered within a totally dynamic

scenario in which the availability of the different types of renewable energies can be

associated with the variations of the day time and traffic load (e.g. night/day cycle).

The RWA framework presented in (14) can be adapted to future mixed line rate and

flexible-grid networks and the cost/scoring functions can be modified by introducing an

omni-comprehensive energy-aware/load-balancing cost function to directly find green
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paths in a single stage with even lower computational complexity. In addition, new

energy-aware traffic engineering strategies and network re-optimization methods can

be investigated, aiming at dynamically reducing power demand, GHG emissions and

costs on a time basis, by moving data wherever electricity costs are lowest at a particular

time.

Further studies in line with (31), (32) and (33) can be focused on building a more

detailed energy model, with a wider variety network elements taken into account. A

more complex routing schema can be used, utilizing advanced constraint-based RWA

algorithms. Furthermore, the extra network overhead for spreading the energy infor-

mation as soon as a change in the energy source occurs can be studied, and the trade-off

between the update frequency and the performance may be further investigated.

In (27), we point out that the different fixed and variable power consumptions of

interfaces may studied to exploit circuit over-provisioning techniques as well as load

balancing schemes for minimizing the overall energy consumption and, thus, network

operational costs.

The network re-optimization framework presented in (15) can be extended in order

to comprise energy-oriented criteria that take into account the current availability of

renewable energy sources and try to minimize the ecological footprint of the network.

Finally, the ICT sector has the fundamental capability of acting as drawing factor

to drive the development of energy-oriented technological innovations for both industry

and society. We are confident that the above efforts, together with incrementing the

Internet eco-sustainability, will improve the sustainable growth and – in the long run

– the society prosperity.
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a b s t r a c t

The main challenge in developing large data network in the wide area is in dealing with the scalability of
the underlying routing system. Accordingly, in this work we focus on the design of an effective and scal-
able routing and wavelength assignment (RWA) framework supporting advance reservation services in
wavelength-routed WDM networks crossing multiple administrative domains. Our approach is moti-
vated by the observation that traffic in large optical networks spanning several domains is not controlled
by a central authority but rather by a large number of independent entities interacting in a distributed
manner and aiming at maximizing their own welfare. Due to the selfish strategic behavior of the involved
entities, non-cooperative game theory plays an important role in driving our approach. Here the domi-
nant solution concept is the notion of Nash equilibria, which are states of a system in which no partici-
pant can gain by deviating unilaterally its strategy. On this concept, we developed a selfish adaptive RWA
model supporting advance reservation in large-scale optical wavelength-routed networks and developed
a distributed algorithm to compute approximate equilibria in computationally feasible times. We showed
how and under which conditions such approach can give rise to a stable state with satisfactory solutions
and analyzed its performance and convergence features.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

The large potential bandwidth available in next generation
wavelength-division multiplexed (WDM) optical networks makes
this technology of crucial importance for satisfying the ever-
increasing capacity requirements in communication networks.
Such networks will be based on dynamically configurable switch-
ing nodes, connected though a mesh of fiber links and operating
transparently at the wavelength layer according to several auto-
matic control plane strategies and protocols. These nodes set up
and tear down, on a customer’s request basis, pure photonic end-
to-end communication channels (lightpaths) that can traverse
multiple physical links on a common wavelength and essentially
create a virtual topology on top of the physical topology. Informa-
tion sent via a lightpath does not require to be converted from the
optical to electrical form when passing through an intermediate
node and converted back to the optical domain for retransmission
to the next station, greatly reducing delay and latency phenomena
and achieving transfer rates in the order of tens of THz. The effi-
cient allocation of lightpaths on the fiber mesh, given a set of

requests between pairs of nodes wishing to communicate through
a dedicated end-to-end channel, poses several interesting theoret-
ical problems. Given an optical network and a set of end-to-end
communication requests, the routing and wavelength assignment
(RWA) problem concerns routing each request on the optical trans-
port network, and assigning wavelengths to these routes so that
the same wavelength must be assigned along the entire route
(wavelength continuity constraint), by realizing a lightpath [1].
Obviously, lightpaths that share a common physical link cannot
be assigned the same wavelength (clash constraint). The objective
of the RWA problem, that has been shown to be NP-complete [2],
can be usually associated to the optimization of the overall net-
work resources usage together with the minimization of the num-
ber of wavelengths used, or the maximization of the number of
lightpaths successfully set up subject to a limited number of avail-
able wavelengths. However, if the needed wavelength resources
are not immediately available at the request time, the connection
setup will be blocked and the associated request refused. This
may be intolerable for all the network users that require connec-
tion services being set up within a specified time frame and for a
specified duration, according to a request/booking schema. To pro-
vide such services, it is desirable that the network resource control
and management logic support advance reservations, i.e. reserving
wavelength resources in advance respect to when they are actually
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needed. This is obviously another useful network service model,
which cannot only provide guaranteed services to network users
but also allow networks to better plan their wavelength alloca-
tions. In fact, advance reservations of network resources are espe-
cially useful in environments that require reliable synchronized
allocations of various resource types at different locations. Such
co-allocations are necessary in order to assure that all the resources
required are available at a given time. Each request specifies an
end-to-end connection between two involved nodes, with a spe-
cific duration and a scheduling window, i.e. the time period within
which the requestor would accept the connection to be set up. The
flexibility of network-aware advance resources reservation intro-
duces a new temporal dimension into the overall resource
allocation problem. To support advance reservations, an RWA algo-
rithm must take into account not only the network’s spatial and
topological characteristics (links, wavelengths, traffic matrix) but
also their temporal characteristics. This would greatly increase
the computational complexity of an RWA algorithm. Furthermore,
in a real-world large-scale scenario the switching nodes and fiber
links are owned and managed by several independent socio-
economic organizations often operating in a non-cooperative fash-
ion. According to the distributed nature of the Internet, in fact,
these entities typically prefer to take almost unilateral decisions,
such as selecting a path to route a connection request from one
of their customers, in order to optimize their own resource usage
and, of course, maximize their revenue. The lack of a central regu-
lation forcing all the nodes to behave according to a common strat-
egy makes network-wide resource optimization very difficult or
even impossible. It should also be noted that end-to-end lightpath
selection schemes are selfish by nature in that they allow the pro-
viders handling the connection request to greedily select the best
available routes to optimize their own performance without con-
sidering system-wide criteria. Hence, the understanding of the
mechanisms behind the selfish behavior of the involved entities
in such non-cooperative network systems is of primary importance
in resolving large-scale RWA problems where each organization
that has to route a set of end-to-end connection request is driven
by completely different and even conflicting measures of perfor-
mance and optimization criteria. A natural framework in which
to study such multi-objective optimization problems is the classic
game theory. In such a context, our optimization problem can be
modeled as a non-cooperative game of independent entities (play-
ers). These entities do not operate according to a common strategy
and act in a purely selfish manner, aiming to maximize their own
objective functions. The algorithmic game theory predicts that self-
ish behavior in such a system can lead to a Nash equilibrium, that
is a state of the system in which no player can gain by unilaterally
changing its strategy [3]. This approach can be used to optimize
global objective functions taking into account the selfish behavior
of the participating entities. That is, in such situations where it is
difficult or even impossible to impose optimal routing strategies
on network traffic, we exploit some less evident interaction
dynamics between all the player’s choices so that selfish behavior
leads to a socially desirable outcome. Players, according to an ad-
vance reservation scheme, selfishly choose their private strategies,
which in our environment correspond to best paths from their
sources to their destinations, apparently without considering the
other players’ strategies. In doing this, our schema, ensures that,
at the beginning of each reservation, specific additional taxes/mar-
ginal costs – associated to the conflicts with the other strategies
insisting on the same resources – are bounded to the network re-
sources. These costs can implicitly condition the selection process
so that the global game may be kept into an equilibrium state. In
other words, although each connection request is handled selfishly,
it is deterministically assigned on its minimum-latency path (con-
sidering the network ‘‘congestion’’ effect due to the other players’

impact), from which the corresponding entity/player has no incen-
tive to deviate unilaterally. Extensive simulations have been car-
ried out to evaluate the performance and scalability of the
proposed approach in terms of tolerance to large number of simul-
taneous advance reservation requests as well as in slow connection
rejection rate growth in presence of increasing network conges-
tion. Good performance, limited cooperation between nodes and
low computational complexity make the proposed model attrac-
tive for the future optical wavelength switched Internet.

2. Background

This section briefly introduces some of the concepts that will be
useful to better explain the RWA optimization approach, by pre-
senting the existing related literature together with the underlying
architectural scenario, the basic assumptions, building blocks and
modeling details as long as the theory behind them.

2.1. Related work

The RWA problem in large-scale all-optical networks has been
intensely studied. In recent years, many research efforts have tar-
geted the improvement in the efficiency of the management and
control layer, following several directions, among which fuzzy ILP
[4], and resource-criticality based heuristics aiming to delay as
much as possible the utilization of critical resources, reserving
them for future lightpath demands [5,6]. Advance reservation in
optical networks has also been extensively studied. Zheng et al.
[7] present a basic framework for automated provisioning of ad-
vance reservation services based on GMPLS protocol suites. In
[8], a simulated annealing based algorithm is proposed to find a
solution on predetermined k-shortest paths. Lee et al. [9] propose
an efficient Lagrangean relaxation approach to resolve advance
lightpath reservation for multi-wavelength optical networks. Other
works (for example [10]) concentrate on the flexibility in reserving
the connections, considering that clients may prefer a moderate
delay in the start time of their request rather than having a request
blocked. Finally, the exploitation of game theoretic approaches
based on the analysis of uncooperative interactions and Nash equi-
libria in communication networks gave rise to a vast literature
[11,12]. The work in [13] analyzed Nash equilibria, by considering
their Price of Anarchy (PoA) and Price of Stability (PoS), in selfish
routing games on multiple parallel links, where each player desires
to minimize his experienced transmission time and seeks to com-
municate a message by choosing one of the links. In [14] the
authors studied atomic routing games on networks, where each
player chooses a path to route the traffic from an origin to a desti-
nation, with the objective of minimizing the maximum congestion
on any edge of the path. Selfish path coloring in single fiber all-
optical networks has been studied in [15,16], where the authors
investigate the existence and performance of Nash equilibria, con-
sidering several information levels of local knowledge that players
may have and give bounds for the PoA in chains, rings and trees.
Selfish routing games have also been explicitly studied in ring net-
works [17] by adopting the asymmetric atomic routing model with
a load-dependent linear latency on each link. The work in [18] ana-
lyzed the existence and complexity properties of pure Nash equi-
libria and best-response strategies in congestion games with
time-dependent costs, in which travel times are fixed but QoS var-
ies with load over time. The complexity of recognizing and com-
puting Nash equilibria under various payment functions has been
also studied in [19] where Fanelli et al. analyzed the payment func-
tions in two different settings, both characterized by the objective
of minimizing the total number of wavelengths used and minimiz-
ing of the number of converters needed. The PoA of selfish routing
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and path coloring, under payment functions that charge a player
only according to his own strategy is discussed in [20,21]. Selfish
path multi-coloring games where routing decision are taken in ad-
vance and players choose only colors are introduced in [22], pro-
viding bounds for the pure price of anarchy and also constant
bounds for the PoA in specific topologies.

2.2. Network congestion games

Rosenthal [23] introduced a class of games, called congestion
games, in which each player chooses a particular subset of re-
sources out of a family of allowable subsets for him (its strategy
set), constructed from a basic set of primary resources for all the
players. The cost or delay associated with each primary resource
e is a non-decreasing function ce(x) of the number of players x
who choose it, and the total cost received by each player is the
sum of the costs associated with the primary resources he chooses.
In a multi-commodity network congestion game, each player is asso-
ciated to a traffic flow to be routed throughout a network and its
strategy set is represented as a set of origin–destination paths in
such a network, whose edges play the role of resources. The flow
may be unsplittable, in which case each player must choose a single
path for its entire flow, or splittable, if the opposite is true. Further-
more, in the atomic case, there are a finite number of players, each
with a specific amount of flow to route whereas, in the non-atomic
case, there are an infinite number of players, and each one controls
only a negligible fraction of the total flow. In addition, a weighted
congestion game allows users to have different demands for service
and, thus, affects the resource delay functions in a different way,
depending on their own weights. In modeling the RWA optimiza-
tion problem we refer to the atomic unsplittable model, where
players have to route their connection demands along a single path
(as general case, a demand may be split into n flows, but in the
optical domain these streams will appear as n unsplittable optical
flows). In such a multi-commodity network congestion gamethe
strategy set of each player is represented as a set of origin–destina-
tion paths in a network, where the adjacencies between nodes and
the associated weights/costs play the role of resources. A game
with n P 2 players is defined by a finite set of strategies Si with
i 2 [1,n] where Si denote all the possible strategies of the player i,
and n cost functions fi :S1 � � � � � Sn ? R, one for each player, map-
ping the set of all the possible strategies for each player to the real
number set (some of the works present in the literature focus on
payoff functions instead of cost functions; clearly, the difference
is only a change in sign). The elements of S1 � � � � � Sn are called
states. The possible strategies for each player are implicated by
both the topology of the network and the cost associated to each
link. A pure strategy profile, or simply strategy profile, is a vector
S
!
¼ ðs1; . . . ; snÞ of deterministically chosen strategies, one for each

player. Starting from the strategy profiles for all players and given a
set of the strategies unilaterally chosen from each player, we say
that the game is in an equilibrium if no player can decrease its
own cost by changing its choices. This equilibrium concept was
first introduced by John Nash [24] and it is known as Nash equilib-
rium. Such equilibrium defines a fundamental point of stability
within the system, because no player can unilaterally perform
any action to improve its situation. It is very interesting to explore
the existence of pure Nash equilibria (PNE) in such games: a strat-
egy profile is a pure Nash equilibrium if for each player i it holds
that:

fiðs1; . . . ; si; . . . ; snÞ 6 fiðs1; . . . ; s0i; . . . ; snÞ ð1Þ

for any strategy s0i 2 Si.
Although Nash showed that each non-cooperative game can

converge to a Nash equilibrium, the existence of a PNE is an open
question for many games. Moreover, due to the selfish behavior of

the players, such a pure equilibrium does not necessarily optimize
a global goal. Such a goal is also known as the social cost of a strat-
egy profile S

!
, defined as:

scð S
!Þ ¼max

i2½1;n�
fið S
!Þ: ð2Þ

Depending on the involved cost function, the players’ selfish behav-
iors might not optimize the social cost. It is also well known that a
Nash equilibrium does not necessarily need to minimize the social
cost. At the other end, the network management objective is mini-
mizing the social cost measured by the total cost incurred by all
players. The global performance of Nash equilibria is measured by
the so-called Price of Anarchy (PoA) or coordination ratio which is de-
fined as the ratio of the social cost of the worst Nash equilibrium
over the optimal solution [25], and reflects the loss in the global
performance due to lack of coordination between players:

PoA ¼
max

S
!

is a NE
scð S
!Þ

opt
ð3Þ

where

opt ¼min
S
!
2ðS1�����SnÞ

fið S
!Þ ð4Þ

denotes the optimum social cost for a game.
Clearly, a game with a low Price of Anarchy can be reasonably

left almost unconditioned, since the involved selfish players — by
virtue of being selfish — are guaranteed to achieve an acceptable
performance. On the other hand, in presence of a large Price of
Anarchy, it is necessary to introduce some social control and coor-
dination mechanisms (such as taxes, costs or incentives, etc.) that
implicitly force players to collaborate more efficiently. Some con-
gestion games admit a potential function defined over the set of
pure strategy profiles, with the property that the gain of a player
unilaterally shifting to a new strategy is equal to the corresponding
increment in the potential. It has been shown [26] that the exis-
tence of such a potential function implies that at least one Nash
equilibrium exists. Formally, a real function Uð S

!Þ : S1 � � � � �
Sn ! R is a b-potential function if it has the property that:

fiðs1; . . . ; si; . . . ; snÞ � fiðs1; . . . ; s0i; . . . ; snÞ
¼ bi � ðUðs1; . . . ; si; . . . ; snÞ �Uðs1; . . . ; s0i; . . . ; snÞÞ; ð5Þ

where the bi are the real-valued components of a vector b. The effect
on the cost function fi of a strategy change by player i will then be
the projection, weighted through the vector b, of the variation in po-
tential associated to the change, so that local minima of the poten-
tial function will correspond to Nash equilibria. Such equilibria
exist, and can be computed in pseudo-polynomial time, in games
with linear cost functions ce(x) associated to the individual resource
e [3], where each c(x) function can be defined as:

ceðxÞ ¼ aexþ be; ð6Þ

where ae, be P 0 are constant values conditioning the cost function
trend.

2.3. Marginal costs in congestion games

As already sketched in the previous section, to mitigate the per-
formance degradation due to the players’ non-cooperative and self-
ish behavior, we can introduce some incentives that influence the
players’ selfish choices and hopefully induce an optimal network
configuration. These incentives can be naturally modeled by non-
negative per-unit-of-traffic taxes (or prices) assigned to the re-
sources. Such taxes become an additional cost factor, which the
players should take into account. Simply stated, a player’s cost
for adopting a strategy should be calculated by adding such
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marginal cost associated to choosing a specific resource to the la-
tency due to the resource’s congestion. Although these additional
costs increase the players’ individual cost, they do not affect the so-
cial cost because they are payments inside the system and can be
feasibly ‘‘refunded’’ to the players. The goal is to find a set of mod-
erate and efficiently computable optimal marginal costs, which
make the Nash equilibria of the modified game coincide with the
optimal solution. Designing optimal taxes is a central topic in game
theory. In general, any traffic equilibrium reached by the selfish
players who are conscious of both the resource usage latencies
and the taxes will minimize the social cost, that is, will minimize
the total latency [27]. According to [28], we can formally define
the marginal cost associated to a resource e by:

c�eðxÞ ¼ ceðxÞ þ x � c0eðxÞ; ð7Þ

where c0eðxÞ denotes the derivative d
dx ceðxÞ.

Observe that the function c�eðxÞ describing the marginal cost of
increasing traffic on the resource e is composed by a first term
capturing the per-unit latency incurred by the additional traffic
introduced by the other players’ choosing e and a second one
accounting for the increased congestion experienced by the traffic
already using the resource. Essentially, the only difference between
an optimal route assignment and an assignment in the context of a
Nash equilibrium is that the former accounts for this ‘‘conscious’’
second term while the latter disregards it.

3. The reference model

We will model our approach to the RWA problem with a game
theoretic formulation by working in an atomic unsplittable
weighted multi-commodity scenario where the communication
resources are booked and allocated according to a time-slotted ad-
vance reservation paradigm. This means coping with a ‘‘scheduled’’
traffic model where the setup and teardown times of the demands
are known in advance.

It is common in this setting to view the wavelength routed net-
work as a connected graph with its nodes being the optical switch-
ing nodes and its edges being the available wavelengths (i.e.
different channels) on the optical fibers that provide the actual
communication. Since each fiber link can support several WDM
channels, there is typically more than one edge connecting the
same pair of nodes. The resulting structure is a multi-graph and
its construction process is sketched in Fig. 1 below.

To keep the formulation as general as possible, we make no spe-
cific assumption on the number of wavelengths per fiber and the
number of fiber on each link. All these parameters are fully and
independently configurable at the network topology definition
time. Nevertheless, we require that all the network nodes operate
under a unique control-plane providing a common link-state rout-
ing protocol and a signaling facility to handle resource reservations

(such as those provided in a multi-domain GMPLS-like framework
[29]). Furthermore, we assume that every connection is bidirec-
tional and consists in a single atomic traffic flow that cannot be
split between multiple paths (as we have seen, such assumption
does not cause any loss of generality). Each connection request,
viewed as an independent player in our game-theoretic approach,
can be satisfied by establishing a single lightpath between its
source and destination nodes. Notice that, to enforce the continuity
constraint, this path can only be built on edges associated to the
same wavelength. We are given a network (graph) G = (V,E) and
a set of end-to-end connection requests R = (r1,r2, . . . ,rjRj) arriving
as an ordered sequence according to a Poisson process with expo-
nentially distributed call-holding time. In our advance reservation
model, the time is slotted with a slot size equal to t0, where this
length depends on the minimum duration of an advance reserva-
tion (Fig. 2). Each advance reservation request ri can only start at
the beginning of a timeslot and is described by a 5-tuple, (u,v,d,s,e)
where u and v are the nodes in G that are the connection’s ingress
and egress points, d is the reservation duration expressed in time
slots, and s and e are the starting and ending time of the scheduling
window. The scheduling window defines the acceptable set-up
time range of the connection request, so that if the needed connec-
tion cannot be established within such time period, the request
will be withdrawn. The window size may be fixed if the start and
end times of the connection cannot be altered or flexible when
those time limits can slide within a larger window. Several integer
linear program formulations and algorithms have been proposed to
solve these problems [30,31]. In our work we will consider dy-
namic end-to-end connection requests that belong to a fixed
scheduling window.

Despite losing granularity, the above time slotted model allows
the reduction in required processing capacity and increases scala-
bility. When applying it to wavelength routed optical networks we
obtain a multi-dimensional resource management scenario with
hops, wavelengths and time slots. An online instance of the RWA
problem is denoted by (G,R) and is defined as the task of finding
an assignment of valid single-wavelength paths, at the granularity
of a timeslot and for an integer number of timeslots, to a subset of
requests A # R with different wavelengths for overlapping paths,
such that jAj is maximal. This is an online scheduling problem be-
cause the requests arrive dynamically and, at each time slot, for
each request ri 2 R, we check if it is inside its validity time range
and, if so, compute a path and check whether a common wave-
length on each link of this path can be reserved for its duration
d. If such a suitable path is not available, the involved connection
request will be deferred to the next time-slot, and this process will
be iterated until either the request is satisfied or its time window
expires. In order to implement this advance reservation mecha-
nism, the RWA logic needs to maintain a schedule of the valid res-
ervations called the reservation table. Also, the network nodes
must work in a synchronized way according to a common refer-
ence clock. A strategy si for player i is a pair (pi,di) where pi is a sim-
ple path connecting the endpoints of ri and di is its requested
duration, implicitly associated to all the edges in pi. Each player’s
strategy set consists of k different source–destination paths
(s1, . . . ,sk), corresponding to the first k available minimum cost
path choices. For example, these strategies may include the

Fig. 1. Generating the working multi-graph. Fig. 2. Connection set-up time range: scheduling window.
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first-shortest-path route, the second-shortest-path route, the
third-shortest-path route, etc. Hence, the best strategy/path for a
connection request can only be chosen from this set. Any feasible
path from the source node to the destination node can be a candi-
date as the actual strategy for satisfying a connection request. The
choice of a strategy instead of another one depends on the overall
satisfaction of all the players/request and hence on the reachability
of an acceptable pure Nash equilibrium status. A routing strategy
preferentially choosing the paths with minimal number of hops
tends to minimize resources utilization in terms of nodes involved
in routing data traffic for the same source–destination pair. On the
other hand, paths with low number of hops are expected to be
more robust to failures and easy to control/monitor.

We define social cost of our problem as the total number of
edges needed for routing a given set of requests. Minimizing this
quantity is particularly important in cases where fibers are hired
or sold as a whole. It is straightforward to verify that the social cost
of a strategy profile coincides with the maximum player loss of
utility in that profile. To quantify the loss in network performance
caused by selfish behavior, we investigate the following question:
what is the worst-case ratio between the social cost of an uncoor-
dinated outcome and the social cost of the best-coordinated out-
come? Hence, the price of anarchy of such a game is given by the
worst-case number of edges used in a Nash equilibrium (social
cost) divided by the optimum achievable social cost, that is, the
minimum number of edges that can be used.

4. The two-stage algorithm

In this section we detail our RWA schema, based on a two-stage
approach natively conceived to work on large and complex optical
transport networks where little or no coordination can be assumed
among the participating entities (a common case in presence of
multiple independent administrative domains/autonomous sys-
tems), properly conceived to cope with the known drawbacks of
the state of the art routing algorithms (lack of global optimization
objectives). Our main goal is to minimize the total blocking proba-
bility by optimizing wavelength usage together with the cost and
length of designed paths, while keeping the network resource
usage fairly balanced, trying to leave on each link sufficient band-
width to satisfy further requests as much as possible.

While ideally operating in a non-cooperative fashion, all the
entities involved in the proposed RWA framework need to be syn-
chronized in some way to share (and manage) a common view of
the network topology as long as link resources usage and status.
This implies that every node has to run a distributed control-plane
providing the necessary link state routing and signaling protocols
[29]. An OSPF or ISIS-like protocol can be used to distribute wave-
length/label usage and cost information for each link at the optical
layer and bandwidth occupation at the IP one. In the case of OSPF,
for example, the opaque LSA facility, augmented with new TLVs
can support the additional control information to be exchanged
among nodes, such as candidate strategies/paths together with
marginal costs/allocation-dependent taxes. An extended signal-
ing/reservation protocol, such as RSVP-TE or CR-LDP within the
GMPLS framework, can be used to handle all the resource reserva-
tion and allocation operations required during the network activ-
ity. Also, a common time synchronization is necessary between
the network nodes accepting and routing the incoming end-to-
end connection requests. Accordingly, a simplified slotted model
has been chosen where in each time slot we can distinguish two
distinct stages: the reservation and the allocation phase. The reser-
vation phase will start at the beginning of the time slot, with the
network state being the result of the allocation phase that hap-
pened at the end of the previous time slot. During the reservation

phase, each pending connection request within its scheduling win-
dow will act as a player. Each player will selfishly choose its own
strategy, based on its knowledge of the network state, by looking
for the lowest-cost feasible path with a common wavelength. If
such a path cannot be found, the connection request will be de-
ferred to the next time slot, if that is still within its scheduling win-
dow, otherwise the connection request cannot be honored in the
required time range and hence will be discarded. As a consequence
of routing connections according to the chosen strategies, players
will experience an additional latency (in the game-theoretic sense)
caused by the occupation of the available wavelengths on each
physical connection between adjacent nodes. This phenomenon
can be handled by introducing a marginal cost model properly
weighting the proposed strategies by keeping into account the im-
pact of all the proposals and, hence, considering all the available
strategy profiles. The principle of marginal cost pricing asserts that
on each edge, every player whose strategy is described by a route
crossing it, should pay a tax proportional to the additional latency
its presence causes for the other players on such edge.

An assignment of edges to paths motivated only by selfish con-
siderations (its associated Nash equilibria) does not minimize the
total latency; put differently, the result of local optimization by
many selfish network users with conflicting interests does not pos-
sess any type of global optimality; that is, this lack of regulation
carries the cost of decreased network performance. Hence the out-
come of selfish behavior can only be improved upon with some
form of coordination. The inefficiency of selfish routing (and, more
generally, of Nash equilibria) motivates strategies for coping with
selfishness, that is, introducing methods for ensuring that non-
cooperative behavior results in a socially desirable outcome.
Accordingly, we have to consider that whenever each player tries
to minimize its private cost, expressed in terms of its individual la-
tency, we need a common decision point where each strategy
(path) has to be communicated to all other nodes, letting them
to build the strategy profile vectors (s1,s2, . . . ,sjRj) required to con-
struct their final strategies within the congestion game. This infor-
mation must be made available to all the participating nodes
through the aforementioned link state advertisement/update
mechanism available at the control plane layer. For each proposed
path, the edge costs need to be updated, by computing their asso-
ciated marginal cost, to account for the candidate reservations that
have been proposed within the strategy profiles made available to
all the nodes. In simple words, the performance degradation due to
the selfish and non-cooperative behavior of the independent play-
ers can be mitigated (or even eliminated in the best conditions) by
introducing an appropriate set of marginal costs proportionally
taxing each connection resource according to the global demand
(end hence the degree of conflict on each resource) of all the inde-
pendent strategies. These marginal costs implicitly charge each
network connection/player for the congestion effects caused by
its presence. A player, whose ingress node receives a status update,
re-computes the next element in its strategy set and uses the strat-
egy/path information obtained by the other players to build an up-
dated strategy profile. The player checks if the costs along the path
constituting its original strategy have been updated. If they have
not, the player does not change its previous strategy. Otherwise,
the player re-adapts the cost to account for the choice it had pre-
viously made, by decreasing the costs along its preferred path as
if its own reservation had not been made. Note that this step pre-
vents instability: a player would otherwise keep bouncing between
its two best choices, if the difference between their total costs were
less than the ‘‘tax’’ induced by the reservation. Then, the player
computes again a lowest-cost path according to the updated costs,
which can be seen as the next choice in its strategy set. If it finds a
more satisfactory solution, it makes a strategy change. It computes
the necessary adjustments to the costs along the new path and
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communicates them, along with the updated costs on the old path,
to all the participating nodes. The reservation phase terminates at
the completion of each time slot; at this point, all the players have
the complete knowledge of the network status and of all the pro-
posed strategies. At the end of the reservation phase, each node ob-
tains a strategy profile representing the best desiderata of each
player. The use of a common control plane and a link state routing
facility implies that all the nodes share a unique synchronized net-
work view and result in the calculation of the same strategy profile.
Such profile may be compatible or not with the network resource
limitations. In the first case, the strategy profile is a feasible solu-
tion of the allocation problems, in the second case it is partially
unfeasible and a different solution must be obtained by shifting
to the next time-slot the requests that could not be honored be-
cause of resource availability conflicts. In detail, players actually
trigger resource allocation by issuing a provisional reservation for
each resource on the path. If, at the end of this phase, any of the
resources in the path is unavailable because it has been requested
by other players, the current player will be deferred to the next
time slot. The common signaling facility also ensures that all the
nodes actually involved in the reservation and allocation of the
links/wavelengths resources required in setting up an end-to-end
connection (and hence directly involved with a player in our con-
gestion game) have the same view of the resources seizure status
independently from their role in the setup process (i.e. if they are
originator, destination or transit nodes). The reason for having
two phases is that if connection establishment had been allowed
as soon as a successful reservation were made, the connection
might have needed rerouting many times, since the process of
computing a Nash equilibrium involves possibly many strategy
changes. While rerouting a connection can be done in a few milli-
seconds, rerouting of ‘‘live’’ connection carrying user traffic is
undesirable, since it is unavoidable, during rerouting, to cause a
service disruption that, although momentary, is perceived by the
final users.

Note that the order in which players operate in both the reser-
vation and allocation phases plays a crucial role in the outcome of
the overall scheme. Players acting later in the reservation phase
have a greater probability to achieve their best (original) strategy,
because players preceding them could have been forced to aban-
don their first choice in case of conflicts, and this will decrease
the marginal cost of critical resources. Conversely, players acting
first in the allocation phase will have an advantage in securing crit-
ical resources. Different network management schemas may
choose different ordering criteria, depending on their priority
objectives. The ordering may:

� be based on an a priori weighting of the connection request
(maybe for financial reasons or the strategic importance of
clients);
� reflect different priorities calculated from the residual request

lifetime within the scheduling window, privileging those con-
nection whose setup time range is about to expire, so that the
blocking probability will be reduced;
� be conditioned by the connection duration, possibly favoring

long-lasting (thus, more remunerative) connections;
� depend on an absolute measure of the impact on network

resources, such as the length of the path requested, so that
the social cost will tend to be reduced.

4.1. The resource cost and marginal function

To define a reasonable cost function we first have to evidence
the required properties and dynamics characterizing such a func-
tion. It is intuitive that a good cost function should rank each edge
proportionally to both the residual and the maximum number of

wavelength available on the same pair of nodes. However, the
two factors do not need to contribute equally. We have considered
the use, for each edge, of the relative load, i.e. the ratio of the num-
ber of used wavelength over the total number of available parallel
wavelengths. In addition, some provision must be made to appro-
priately penalize long paths over shorter ones, and to avoid that
the cost of an empty link would be zero. Hence, we introduced
an additive fixed nonzero cost to each edge. The resulting cost
function is therefore the linear function:

ceðxÞ ¼ a
x

we
þ b; ð8Þ

where x is the number of used wavelengths on link e, we is the total
number of wavelength on all edges sharing the same pair of nodes
in the multi-graph with edge e, and a and b are adjustable constants
(a > 0, b P 0), whose value will be tuned by empirical consider-
ations. The ratio between a and b will be determined by the number
of hops that an alternative path must have in order to be considered
roughly equivalent to the seizing of a single-hop congested link. If,
for the sake of simplicity, b is taken to be 1, reasonable values for
the number m of hops representing the length of ‘‘equivalent’’ alter-
native paths yield an estimate of a being near m when the load
reaches about 75–90% of the total saturation.

Without introducing any other additional taxation criterion
across the edges/resources composing a path, the congestion game
players experience only their own traffic delay as their cost. By
introducing edge taxation, players are also charged for the right
to use edges across a path. This technique has been studied by
the traffic community for a long time (e.g. [32] and the references
therein), especially in the context of marginal costs [33].

Each selfish player i when using a path pi will experience a total
cost C(pi) obtained by combining its initial cost c(pi) with the influ-
ence of the marginal costs l(pi):

CðpiÞ ¼ cðpiÞ þ si � lðpiÞ; ð9Þ

where cðpiÞ ¼
P

e2pi
ceðxeÞ, is the sum of the individual edge costs

along the strategy/path pi, being xe the occupation of resource e at
the beginning of the current time slot. On the other hand, the cumu-
lative marginal cost function lðpiÞ ¼

P
e2pi

c�eðxeÞ is the sum of the
marginal cost taxes c�eðxÞ along the edges of the path pi. The factor
si > 0, denotes the sensitivity of player i to the taxes. In the homo-
geneous case, all the players can have the same sensitivity to the
taxation (i.e. si = 1, for all i), while in the heterogeneous case si

can take different positive values for diverse players. Through edge
taxation, we aim to force all equilibria on the network to be reached
by combining strategy profiles that minimize the social cost. In our
approach, we can see the additional marginal cost taxes assigned to
every edge as part of the edge latency function itself. Here, instead
of taxation, we can speak about artificial delays introduced possibly
at the entrance of each edge, in order to minimize the total ‘‘conges-
tion’’ probability due to multiple players that need to traverse the
same adjacency between two nodes, and hence the probability to
be blocked at the ingress of the edges themselves. Accordingly,
we assume that each player’s strategy is further charged according
to the maximum number of paths that share an edge with it and use
the same wavelength. Applying Eq. (7), we can derive the marginal
cost function as:

c�eðxÞ ¼ 2a
x

we
þ b: ð10Þ

Marginal cost taxes increase in general the cost for each player, as
shown in [34]. The natural question that arises is whether taxes
are an efficient mechanism for achieving the desired result. In other
words, if the additional ‘‘disutility’’ caused through taxation propor-
tionate to the desired goal, i.e. a routing assignment that minimizes
the total latency. Our marginal cost taxes have been conceived as an
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implicit coordination mechanism obtained through a cost function
properly chosen from a family of possible ones, according to a
‘‘coordination model’’ in the sense defined as in [35]. In particular,
results presented in [27] suggest that for strictly increasing and dif-
ferentiable linear latency functions, imposing properly chosen taxes
on a selfish routing game not only yields to a game with better coor-
dination ratio, but also that the added disutility for the players is
bounded with respect to the original system optimum. That is, with
a small decrease in network efficiency, we achieve, at equilibrium, a
strategy profile that minimizes the total latency. From Eqs. (8)–(10),
we can see that the total cost for an individual resource e still has a
linear form in the occupation x. Hence, according to the results pre-
sented in [3], at least one pure Nash equilibrium exists and it can be
computed in pseudo-polynomial time.

4.2. Determining a Nash equilibrium

The distributed algorithm starts on the network nodes with an
initial strategy profile S = (s1,s2, . . . ,sjRj) built on the selfishly chosen

minimum cost paths for each request/player ri in its valid time
range. More precisely, on each time slot every node n selfishly cal-
culates the strategies si for all the requests/players ri in its locally
originated requests set Rn � R, advertises them on the network
and simultaneously learns, from the received advertisements (pro-
cedure Advertise_and_Receive_Strategies, line 6 in Fig. 3), the strat-
egies proposed by the other nodes so that on each iteration it is
able to construct a complete strategy profile S containing the strat-
egies associated to all the valid players on the entire network.
Then, after a recalculation of the total latencies associated to each
path within S, performed by adding the marginal costs introduced
by the proposed allocations of other players, it iteratively allows
each unsatisfied player to recalculate another path, possibly
reducing the associated cost. The algorithm iteratively strives to
transform a non-equilibrium configuration into a pure Nash equi-
librium, performing a sequence of greedy selfish steps, where each
player switches to the path that minimizes latency, given the cur-
rent strategy profile. Each greedy selfish step consists in a player
on a node re-computing its minimum-cost path with respect to

Fig. 3. The per-time slot RWA procedure.

Fig. 4. An iteration of the Nashification algorithm.
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the choices selfishly made by the other players and possibly chang-
ing its best pure strategy and diminishing its latency (cost). In
other words, each node dynamically computes, in a stepwise fash-
ion, its local strategy set by indirectly keeping into account (thanks
to the marginal costs mechanism) the selfish choices of the players
on the other nodes. The process terminates when an equilibrium is
reached and no one of the participants is interested in changing its
strategies or when a maximum number of iterations (maxIter) is
reached. However, even without the maxIter performance con-
straint, the linearity of cost functions guarantees [3] the existence
of a potential function (Section 2) that, in turn, ensures [26] that a
pure Nash equilibrium always exists, so the distributed algorithm
will terminate after a finite number of steps into a configuration
in which no user has incentive to deviate. When an equilibrium
strategy profile is available each node can allocate all the paths
associated to its own players (line 8–12 in Fig. 3). Allocation of a
path/strategy si (procedure Allocate, line 9 in Fig. 3) is accomplished
by using the traditional two-directions forward provisional re-
source seizure (i.e. GMPLS RSVP-TE PATH request message) and
backward reservation (i.e. RESV message) paradigm. If for a specific
request/player this last step is not successful, the associated con-
nection request is shifted (to be served) at the next time slot.

The procedure in Fig. 4 details the selfish iteration step de-
scribed above. The procedure is run on each node for all the re-
quests/players originating in that node, and it is triggered by the
reception of an updated strategy profile. This is, in turn, the result
of an invocation of the Advertise( ) procedure which, as previously
asserted, is implemented through the link-state update mechanism
of the control plane layer. After all nodes broadcast their updates
with their new strategy, each node knows the entire strategy pro-
file S⁄. Procedure UpdateMarginalCosts( ) computes the new costs C⁄

associated with a strategy profile S⁄, whereas MinCostPath( ) finds a
minimum-cost path, by using the traditional Dijkstra algorithm,
based on these costs. Finally, in line 7, an advertisement is pro-
duced if there is a strategy change.

5. Performance considerations

Let’s now examine the computational complexity of the above
framework for a network (graph) G = (V,E) with jVj = N nodes and
jEj = M edges. The Selfish_Iteration( ) procedure shown in Fig. 4 is
built up by a number of simple sub-procedures whose complexity
is analyzed in the following. Line 1 removes the path from the cur-
rent strategy profile, while line 2 updates the marginal costs: these
operations have both a cost of O(N). The Dijkstra’s shortest path
algorithm is thus calculated in line 3 requiring O(M + N log N)
[36]. Line 4 requires the computation of the path total costs Cðs�i Þ
and C(si) and all the links in the path are to be taken into account
during this operation in which both delays and marginal costs are
considered. In the worst case, the number of links of a simple path
(i.e. a path without loops) in a network with N nodes is N � 1; since
each of the operation involved in the cost calculation has a con-
stant cost O(1), the computation of the C factors costs at most
O(2 N) = O(N). The strategy is added to the strategy profile at line
5 and the marginal costs of the link associated with the newly pro-
posed path are updated at line 6, both operations requiring O(N). If
the strategy profile has changed (line 7), a link state update mes-
sage is sent to other nodes in order to reflect the change (line 8)
and the new values of S⁄ and C⁄ are stored in S and C respectively
in lines 9 and 10; each of these operations has constant costs
O(1). For each node, the overall cost of the Selfish_Iteration () proce-
dure is thus given by O(N) + O(M + N log N) + O(N) = O(M + N logN).

The RWA( ) procedure shown in Fig. 3 is executed by each net-
work node which, after initializing the global strategy profile S at
line 1 with a cost of O(1), repeats (lines 3–5), for each player i in

the local set Rn, jRnj = k, the Selfish_Iteration( ) procedure to con-
struct the local strategy set; at line 6, the node advertises its local
strategies to the other nodes and receives their strategies to con-
struct the global strategy set. These operations (lines 2–7) are re-
peated until there are no improvements or, in the worst case, the
maximum number of iterations has been reached. Thus lines 2–7
have a complexity of maxIter � k � O(M + N logN). Lines 8–12 repeat
the allocation phase for each of the k players and, possibly, remove
them from the request set R, with a constant cost k � O(1). There-
fore, the total cost of the RWA() procedure is given by O(1) +
maxIter � k � O(M + N logN) + k � O(1) = maxIter � k � O(M + N logN). In
the worst case scenario, before the call setup may be admitted,
each network node repeats the RWA( ) procedure at each t0 slot size,
during a maximum time interval given by (e � s) before the as-
signed time slot expires, as specified by the connection setup re-
quest. In the worst case the RWA( ) will be executed exactly
w = (e � s)/t0 times, thus the total computational complexity is
given by w �maxIter � k � O(M + N logN) for each single node, which,
as the results on the average delay show, is an affordable complex-
ity. Nevertheless, these computations will be also done at different
times; more precisely, each one will be done exactly after t0 time
units, for at most a time window of size w so that the parameter
w must be carefully tuned in order to let each node compute its
Selfish_Iteration( ) before a new attempt may be performed. In the
next section, we study the choice of the parameter w along with
the different results in terms of performance and stability.

6. Experimental evaluation and results analysis

In order to evaluate the functionality of the proposed selfish
routing and wavelength assignment strategy, we conducted an
extensive simulation study on several network topologies (mod-
eled as undirected graphs in which each link has a non-negative
capacity). In the following paragraphs we report the simulation de-
tails together with the most interesting results and observations
emerged during the experiments.

6.1. The simulation environment

The evaluation of the proposed routing framework has been
conducted in an optical network simulation environment [37] that
allows the creation of heterogeneous network topologies along
with the specification of simulation parameters and configuration
options. Simulations have been performed on an HP� DL380 Dual
Processor (Intel� Xeon� 2.5 GHz) server running FreeBSD� 4.11
operating system and Sun� Java� 1.4.2 Runtime Environment. In
all the experiments, we used a dynamic traffic model in which
connection requests, defined by a Poisson process, arrive with a
parametric rate of k requests/s and the call-holding time is expo-
nentially distributed. The connections are distributed on the
available network nodes according to a random-generated or pre-
defined traffic matrix.

6.2. Results analysis

The results presented are taken from many simulation runs on
several network topologies with various parameter and bandwidth
unit request values, as summarized in Table 1.

As can be seen from the Table 1, 20 simulations per topology
were executed and, to obtain more confidence in the results, each
run has been repeated 10 times and the average performance met-
ric values have been calculated. We considered several values for
the parameters and measured the blocked connections and the
convergence times of the illustrated ‘‘Nashification’’ process. The
length of used time window w assumes values from the set
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specified in Table 1 in order to evaluate the algorithm when play-
ers have different time intervals during which they have to choose
their strategy profiles. In our lambda-switched optical framework,
the resources occupied by the routed connections are counted as
sum of the ratio between the free and the busy bandwidths along
the edges. Resources are thus represented as the sum of the band-
widths on all the network edges, while the traffic volume is repre-
sented by the quantity of the utilized bandwidth in a certain time.
We tried out different static, predefined [38,39], or randomly gen-
erated traffic demand matrices on several network topologies, both
randomly generated and well-known, such as Geant2 [40] and
Internet2 [41] (Figs. 5 and 6) with the bandwidths for the links
ranging from OC-1 to OC-768 bandwidth units. When we used
the traffic matrices defined in [38,39] the traffic volumes have been
scaled proportionally to the reported traffic distributions.

In our tests, each connection request was characterized by a
bandwidth demand ranging from OC-1 to OC-192 (i.e. up to
10 Gbps) units, and the s, e and d reservation parameters for each
connection request (Fig. 2) are generated according to a Poisson
process (exponentially negative distribution). As the network load
grows, that is, the number of busy connection resources increases
more and more respect to the free/released ones, we continuously
monitor the network efficiency expressed by the rejection ratio/

blocking factor. During the simulations, the performance of the
algorithm was tested against different values of the parameters
of Table 1: the scheduling window size w, the weight factors a
and b of Eqs. (8) and (10), and the order of the connection requests.
The first simulation is to test the performance of the algorithm
with varying time window sizes. The average blocking probability
as function of the network load measured in Erlangs is shown in
Figs. 7 and 8 (canonical values assumed for a = 1, b = 0). Results
show that the blocking ratios grow quite regularly, but with some
differences according to the time window w that has to be chosen.
A time window w = {4,5} achieves better performances in terms of
blocking ratios with respect to too high (w = {6,7}) or too low
(w = {2,3}) time windows that may drive to sub-optimal results.
In fact, in both simulations the best performances have been
achieved with parameter w = {4,5}, meaning that lower blocking
may be achieved by giving only some chances to the nodes to
change their strategy profile. The results obtained with a low value
of the time windows w show that a sub-optimal network equilib-
rium is reached, but the too little available steps avoid the system
to reach optimal configurations in most cases. Similarly, the results
obtained with a high value of w indicate that a sub-optimal, but
sustainable, network equilibrium is reached within too many steps
from the initial strategy profile and that margin of optimizations
are possible by decreasing the windows size. Thus, tuning the
parameter it is possible to obtain a balance between the perfor-
mances and the computational times (steps) needed to efficiently
find good performances. In any case we can observe that blocking
ratio grows quite slowly when the network load increases and that
the highest, unacceptable values are physiologically reached only
when the available network resources are almost totally saturated.

Average time delays experienced by connection requests during
the simulations are plotted in Figs. 9 and 10. In particular, we ana-
lyzed how fast the average setup delays grow with the number of
simultaneous players requesting in each time slot new end-to-end
connections. In this scenario, the network load grows physiologi-
cally with the number of simultaneous requests but the connection

Table 1
Simulations performed and parameters used.

Parameters Geant2/Internet2

Number of connections Varying from 0 to 10,000 (step 100)
Random generated

bandwidths (OC-unit)
{1,3,12,24,48,192} with different distribution
probability

a, b, si Varying canonical values: a = 1, b = 0, si = 1 " i
d, s, e Varying according to Poisson process
w, maxIter Varying in the range {2,3,4,5,6,7,8,9}
Number of simulations 20 simulations run per topology; each

simulation repeated 10 times
Measurements Blocked connections and experienced delays

Fig. 5. Geant2.

374 F. Palmieri et al. / Computer Communications 35 (2012) 366–379



requests and release rates are kept balanced by progressively
reducing the connection lifetime. As expected, the greater the time
window w is, the higher the delays are. Lower delays have been re-
ported with smaller values of the time window (w = {2,3}) whilst
higher delays have been experienced with greater values of the
time window (w = {6,7}). Results show also that the delays grow
faster as w increases and grow at slower rates with low w values.
This difference is particularly marked with longer links/lightpaths
(higher distances between nodes) as in the case of the Internet2
network (which spreads, in fact, along longer distances). We also
observe that, with all the chosen time window values, the delay
grows almost linearly with the number of simultaneous players.
Also with an high number of simultaneous players/connections,
the observed delays always remain under the 1000 ms threshold,
which is an affordable time delay for a network [22], thus demon-

strating the scalability of the presented approach also in presence
of significantly high connection loads.

Now we focus on the behavior of the algorithm when varying
the values of the parameters a and b; recall from Eqs. (8) and
(10) that the parameter a weights the relative load of links whilst
b is a fixed cost for traversing the link. In Figs. 11 and 12 we show
the network blocking probability when a is either predominant or
negligible with respect to b (medium values of the window size w
are assumed). Results for both networks show the same behavior:
when choosing values for a greater than b, the cost functions of
Eqs. (8) and (10) forces the connections to be spread over the net-
work to avoid paying high costs for traversing loaded links, thus
better balancing the load over the available resources, resulting
in notable lower blocking probabilities. Anyway, from the Figs.
13 and 14, in which the average experienced time delays are

Fig. 6. Internet2.

Fig. 7. Geant2 blocking probability, varying window size. Fig. 8. Internet2 blocking probability, varying window size.
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shown, we can observe that the better load balancing leads to in-
creased delays, due to the longer paths that will be generally pre-
ferred to the shortest ones. Lowest delays have been in fact
obtained for values of a lower than b, since they force shorter paths
to be cheaper and, thus, to be chosen more frequently. Anyway,
shortest paths mean also greater blocking probability, due to the
congestion of critical network links. Therefore, a tradeoff exists be-
tween load balancing and delay; if the objective is to maximize the
number of served connections, a high value of the ratio a/b should
be preferred, whereas if the objective is to minimize the average
delay, low values of a/b should be chosen.

The performance of the proposed algorithm is compared with
three other well-known RWA schemas and the average blocking
probabilities are measured and plotted in Figs. 15 and 16. We eval-
uated our approach against the canonical shortest paths (minimum
hop algorithm, MHA [42]), the shortest widest path algorithm

(SWP) [43] and the minimum interference routing algorithm
(MIRA) [44] transposed into the optical domain [45]. The Dijk-
stra-based algorithms (MHA and SWP) tend to congest critical
links, which results in higher blocking probabilities, more visible
in the Internet2 network topology, which is less meshed than
Geant2. The proposed algorithm has achieved better performance
almost at every load, with MIRA being quite close in terms of rejec-
tion ratio. Anyway, even if MIRA performs sometimes better than
our algorithm (in some points present at high, medium and low
loads), unbalanced network utilization of MIRA and its difficulties
on estimating bottlenecks on critical links for cluster nodes make
our approach preferable for its more linear behavior achieved in
both networks.

Finally, we show the sensitiveness of the algorithm to the order
of the connection requests. As we have seen in Section 4, many dif-
ferent ordering criteria are applicable when selecting connection

Fig. 9. Geant2 delays, varying window size.

Fig. 10. Internet2 delays, varying window size.

Fig. 11. Geant2 blocking probability, varying parameters a, b.

Fig. 12. Internet2 blocking probability, varying parameters a, b.
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requests to be served, with the best one depending essentially on
the operating scenario and optimization objectives. In order to per-
form a fair comparison whatever the chosen prioritization is, and
to keep the generality of the results, we differentiate between high
priority and best effort connection requests. The general frame-
work in which prioritized and best effort connection requests oper-
ate is the following. Players (connections requests) choose their
strategies by selfishly competing during the reservation phase, so
that the Nash equilibrium is preserved, and then, only during the
allocation phase, high priority connections are allowed to allocate
their resources first. Main results for a medium loaded Geant2 net-
work (w = 4, a >> b) are shown in Fig. 17 as cumulative distribution
function (CDF) of the time in which a given set of connection re-
quests are accepted at or below a given time slot t0 in the time win-
dow. More than 60% of the prioritized connections are accepted
during the first time slot, i.e. their allocation requests have been

satisfied and the corresponding resources have been assigned to
them, with the acceptance rating growing up to about 95% within
the end of the time windows. Connection requests that have not
been satisfied at the current time slot move farther to the next time
slot, up to the end of the scheduling window. Best effort connec-
tions are in general much more delayed toward the end of the time
window, with a greater probability of being blocked. Such an high
acceptance ratio of the prioritized connections indicate that privi-
leging the connections during the allocation phase is able to differ-
entiate high priority traffic from the best effort one, while keeping
intact the properties of the Nashification process.

In conclusions, the results have shown that it is possible to
achieve good performances and affordable delays with low/med-
ium values of the time window w and by tuning the values for
the parameters a and b in function of the desired optimization cri-
teria (load balancing vs delay). The proposed algorithm has often

Fig. 13. Geant2 delays, varying parameters a, b.

Fig. 14. Internet2 delays, varying parameters a, b.

Fig. 15. Geant2 blocking probability comparison with other RWA algorithms.

Fig. 16. Internet2 blocking probability comparison with other RWA algorithms.
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reached lower blocking ratios with respect to the existing RWA
schema with which it has been compared, even in presence of a
discrete growing number of simultaneous players and in real net-
work topologies where the geographical distances may be quite
long. Finally, we showed that the ordering in which the connec-
tions are served in the allocation phase is decisive for privileging
high priority requests with respect to best effort traffic, while pre-
serving the presented Nash equilibrium-driven strategy and thus
its benefits, especially in presence of highly competitive scenarios
with minimum collaboration such as in interconnections of multi-
ple independent autonomous systems networks.

7. Conclusions

In large-scale communication networks, like the Internet, it is
usually unfeasible to globally manage network traffic. Accordingly,
when modeling the traffic behavior in absence of global control, it
is typically assumed that network users follow the most rational
approach, that is, they behave selfishly to optimize their own indi-
vidual welfare. Such a consideration motivates our RWA approach
based on models from the Game Theory, in which each player is
aware of the situation facing all other players and tries to minimize
his own cost. We re-formulated the RWA problem in modern con-
nection-oriented all-optical network architectures by considering
solution strategies from distributed multi-commodity network
congestion games, which are solved by multiple agents operating
in a non-cooperative but coordinated manner. The simulation re-
sults show that our approach may be particularly attractive for
its scalability features and hence useful in large optical networks
where many nodes, belonging to different administrative domains,
operate selfishly by exchanging only a small amount of informa-
tion needed for the coordination among them.
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Abstract. In this paper, a new traffic engineering-capable routing and wavelength assignment scheme is proposed to efficiently handle LSP and
lightpath setup requests with different QoS requirements on modern multi-layer (fully optical core and time-division multiplexed edge) transport
networks. The objectives of the proposed algorithm are to minimize the rejection probability by maximizing the network load balancing and
efficiently handling the grooming of several LSPs on the same lightpath while respecting the constraints of the optical node architecture and
considering both traffic engineering and QoS requirements. The proposed solution consists of a two-stage RWA algorithm: each time a new
request arrives, an on-line dynamic grooming scheme finds a set of feasible lightpaths which fulfill the QoS and traffic engineering requirements;
then, the best feasible lightpath is selected, aiming to keep the network unbalancing and blocking probability as low as possible in the medium
and long term, according to a novel global path affinity minimization concept. Extensive simulation experiments have been performed in which
our on-line dynamic RWA algorithm demonstrated significant performances. Thanks to its optimal network resource usage and to its reasonable
computational space and time complexity, the algorithm can be very attractive for the next-generation optical wavelength-switched networks.

Keywords: Optical multi-layer networks, WDM, lightpath, RWA

1. Introduction

The modern IP-based transport infrastructures can be physically seen as a very complex mesh of variously
interconnected optical wavelength-division multiplexed (WDM) and traditional time-division multiplexed (TDM)
sub-networks, where each sub-network consists of several heterogeneous routing and switching devices built by the
same or different vendor and, ideally, operating according to the same control-plane protocols and policies. With
these very different types of devices all the forwarding decisions will be based on a combination of packet/cell,
time slot, wavelengths or physical ports depending on the position (edge or core) and role (intermediate or termi-
nation/gateway node) of the switching devices in the network layout. In particular, wavelength-switched optical
sub-networks are typically used as backbone infrastructures to interconnect a large number of different IP as well
as other traditional transport networks such as SDH, ATM and frame relay. In the network core, two adjacent nodes
are connected by one or multiple fibers each carrying multiple wavelengths/channels. Each node consists of a dy-
namically configurable optical switch which supports fiber switching and wavelength switching, that is, the data
on a specified input fiber and wavelength can be switched to a specified output fiber on the same wavelength or
another wavelength in presence of conversion-capable devices. On the other side, in the network edge we can find
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conventional label-switching routers operating in the TDM environment, usually equipped with optical interfaces
for their connection to the transport backbone. Such network elements behave as mediation devices between the
WDM-switched and the TDM-routed domains. While several consolidated control-plane technologies exist and
are widely deployed to implement automated routing and traffic engineering in the TDM environment, all pro-
visioning and engineering in the optical core often still requires manual planning and configuration, resulting in
setup times of hours or even days and a marked reluctance amongst network managers to de-provision resources, to
avoid unpredictable impacts with other services. In the last years, several control protocols have been deployed to
dynamically provide routing, traffic engineering and provisioning-management assistance in optical networks, but
they are essentially proprietary and technology-dependent and thus they greatly suffer from interoperability prob-
lems. Consequently, a new fully automated control-plane framework, supporting evolutionary routing and traffic
engineering features, is needed to manage dynamically reconfigurable network resources, and this is even more
true in multi-vendor environments under distributed control. The fundamental service offered by such a control
plane is dynamic end-to-end connection provisioning in the multi-layer hybrid network environment. The opera-
tors need only to specify the connection parameters and send them to the ingress node. The network control plane
will then determine the optical paths across the network according to the parameters provided and will signal the
corresponding nodes to establish the connection. The whole procedure has to be completed within seconds in-
stead of hours. In order to establish a connection that will be used to transfer data between a source–destination
node pair, a lightpath needs to be established in the all-optical core by allocating the same wavelength through-
out the route of the transmitted data (in presence of the continuity constraint) or selecting the proper wavelength
conversion-capable nodes and wavelengths to be used across the path (if the wavelength continuity constraint is
not fully enforced). In fact, some wavelength conversion-capable nodes may be placed in the network to reduce
the overall blocking probability in case of wavelength resource exhaustion on some nodes. Lightpaths may span
more than one fiber link and must remain entirely optical from end to end. However, according to the mandatory
clash constraint two lightpath traversing the same fiber link cannot share on that link the same wavelength, that
is, each wavelength on a given fiber is not a sharable resource between lightpaths. In general, if there are multiple
feasible wavelengths (often also called lambdas) between a source node and a destination node, then a Wavelength
Assignment algorithm is required to select wavelengths for a given lightpath. The wavelength selection may be per-
formed either after an optical route has been determined (in the so-called decoupled approach), or in parallel while
searching a route. In the latter case we refer to the coupled approach, in which the entire job is accomplished by
a single Routing and Wavelength Assignment (RWA) algorithm. When lightpaths are established and taken down
dynamically, routing and wavelength assignment decisions must be made as connection requests arrive to the net-
work. It is possible that, for a given connection request, there may be insufficient network resources to set up a
lightpath, in which case the connection request will be blocked. The connection may also be blocked if there is no
common wavelength available on all of the links and there are no converter nodes along the chosen route. Thus,
the objective in the dynamic situation is to choose a route and a wavelength, which maximizes the probability of
setting up a (dynamically) given connection, while at the same time attempting to minimize the blocking prob-
ability for future connection requests. When a new connection request arrives, the control plane must determine
if it can be routed on the current set of lightpaths available on the optical transport network, by time-division (or
statistically) multiplexing it together with other already established connections, or if a new lightpath is needed
in order to accommodate the request. Different decisions reflect different objectives in term of network resource
utilization, and are referred to as grooming and traffic engineering policies [14]. The general criteria for selecting a
new traffic engineered path adopted by these algorithms is to consider those paths traversing lightpaths which will
result, as possible, in the least impact on the rejection (blocking) of future traffic requests. However, such criteria,
with multiple independent bandwidth and QoS requirements, lead to NP-complete problems [5,9]. As a conse-
quence, various heuristic algorithms have been proposed to solve the above problem in computationally feasible
time. Although, a heuristic-based approach may not yield the optimal solution, a carefully designed heuristic may
produce a near-optimal solution and have low computational complexity. With these premises, we are interested in
the problem of dynamically setting up QoS guaranteed paths, needed for dynamic label switched path (LSP) and
lightpath setup, in an optical network, where the setup requests arrive one by one and future demands are unknown.
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The only dynamic information available to the lightpath routing algorithms is the link characteristics and resid-
ual capacities, which can be obtained from routing protocol extensions. Accordingly, we developed and studied a
new heuristic-based algorithm for optimal LSP and lightpath routing and establishment in presence of explicit QoS
constraint, such as minimum required bandwidth. Like Minimum Hop Algorithm (MHA) [3], Shortest Widest Path
(SWP) and Widest Shortest Path (WSP) [12], Maximum Open Capacity Routing Algorithm MOCA (the popular
Minimum Interference Routing Algorithm MIRA extended to work in the optical domain) [14,15] and other well-
known algorithms, our approach operates online and is independent from specific traffic profiles. Nevertheless,
it works in a substantially different way, since it has been natively conceived for all-optical wavelength-switched
networks with wavelength conversion capability, and is based on a new path affinity concept, measuring the degree
of resource sharing between the network paths. The algorithm proposed, that we call Minimum Affinity algorithm,
aims to minimize the overall affinity between all the existing lightpaths/LSPs, thus ensuring the maximum balance
in network resource usage and keeping the blocking probability as low as possible in the medium and long term. It
consists of a two-stage process: each time a new request arrives, an on-line dynamic grooming scheme finds a set
of feasible routes built on already existing or new lightpaths which fulfill the QoS requirements, then the optimal
one between them is selected according to the above global path affinity minimization concept. There are many
scenarios in which almost all the existing RWA algorithms fail to satisfactorily route lightpath setup requests and
consequently we point out their most significant limitations and try to address them with our traffic engineering
and load balancing policies. Our proposed algorithm is able to overcome some of the most common drawbacks
by taking into account the overall unbalancing and blocking effects of routing an explicit new path request. It is
also based on a totally flexible network model, supporting heterogeneous WDM equipment, with sparse wave-
length conversion capability, in which the number and type of lambdas can vary on each link, and provides a fully
dynamic path selection scheme in which the grooming policy is not predetermined but may vary along with the
evolution of the network traffic. Finally, the algorithm is aware of all the complexity, expensiveness, performance
and resource-limitation constrains implicit in the various flavors of optical switching devices, so that it can explic-
itly and proportionally penalize all the paths that require wavelength conversion. This may be particularly useful if
we have a cost associated with wavelength conversion (for example, if wavelength conversion would occur in the
electronic domain, the cost may be very high).

Extensive simulations have been carried out to evaluate the performance of the proposed algorithm in terms of
total available bandwidth between ingress and egress routers after routing a new request as well as lightpath re-
quest rejection probability. Compared to other popular routing algorithms, e.g., MHA, SWP and MOCA, our new
algorithm performs considerably well under increasing traffic loads. Good performance together with low compu-
tational complexity make our algorithm very attractive for the future multi-layer optical circuit and wavelength-
switched networks.

2. Related work

The problem of establishing QoS guaranteed paths, as path setup request arrives one-by-one with no advance
about future requests, has been studied elsewhere in [4,7,8,13–15,22,24,25,28]. An interesting grooming approach
implementable with extensions of OSPF-TE and RSVP-TE protocols is presented in [7]. The above work essen-
tially reports significant performance improvements over fixed routing strategies. In [8] the authors resort to a local
search heuristic in order to optimize the weight setting for a given set of demands in OSPF without having to com-
pute the optimal general routing where the flow for each demand is optimally distributed over all paths between
source and destination. However, this technique applies only in a static scenario where the demand matrix is known
a priori. In [13], an approach to distributed constraint-based path selection for dynamic RWA in WDM networks is
described. It essentially focuses on service-specific path quality attributes, such as physical layer impairments, reli-
ability, policy, traffic conditions and above all the presence of electronic regenerators, which improve flexibility but
could induce impairments, such as delays and operational costs. The distributed dynamic routing algorithms pro-
posed in [24] basically provide a common framework for different types of QoS using additive and multiplicative
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metrics to achieve dedicated and shared protection in the case of single link failure and considers traffic demands
at the wavelength level but not at sub-wavelength level that is one of our main drivers to an optimal solution. Also
the solution proposed in [25] is not perfectly adequate to fulfill all our tasks. In fact, the profile-based routing
algorithm strictly relies on the availability of traffic profiles between pairs of ingress and egress routers. Since net-
work traffic is inherently bursty and very dynamic, these traffic profiles may not be easily obtainable and reliable.
Analogously, [28] proposes an integrated routing and grooming algorithm for IP over WDM networks based on a
blocking island hierarchical network model to abstract network resources. Whereas the main idea of the algorithm
is to keep the integrity and load balance of related blocking islands as intact as possible, the paradigm suffers of the
same drawbacks described above for the profile-based solution. Other more dynamic solutions will be preferable
to meet all the formerly stated requirements, such as [22] in which a parametric adaptive RWA heuristic scheme
based on K-shortest paths (SPARK) has been presented. Such grooming-capable dynamic algorithm is transparent
with respect to the presence of wavelength converters and achieves very low connection rejection ratios with min-
imal computational complexity, selecting the best route among multiple feasible paths by evaluating a goodness
function on each candidate path. We take advantage of the K-shortest paths as in [22] but we apply this strategy
to the idea of other interesting solutions such those based on the Minimum Interference Routing concept, like the
native MIRA [14] algorithm itself, and its further refinements DORA [4] and MOCA [15]. In more detail, the
minimum interference routing approach is based on the concept of reducing the “interference” of routing current
LSP request to potential unknown future requests. The basic observation on which it is based is that routing an LSP
along a path can reduce the maximum available bandwidth between some other ingress–egress router pairs. This
phenomenon is termed as “interference”. We consider the same interference concept from a different point of view
and on a more global perspective, that is not only on an end-to-end basis between node pairs but in an hop-by-hop
way, by considering all the network connectivity resources, taken both alone and together in the overall network
resource economy, trying to minimize stepwise the impact of each new allocation within the context of the already
reserved resource. That is to say, if paths that reduce a large amount of available bandwidth between single node
pairs or sections of the network are avoided, creation of bottlenecks can also be avoided. On the other side, our path
affinity-based algorithm aims to achieve a more balanced network usage achieving better performances in terms of
request rejection ratio while exhibiting lower computation complexity. We will now describe our algorithm in the
context of the state-of-the-art optical transport networks.

3. The need for new control-plane services

Service providers are facing the challenge of designing and managing their networks to support increasing
customer interest in fast, reliable and quality-differentiated services. Stimulated by recent progress in optical net-
working, there has been a growing interest in designing an unified control plane (i.e., routing and signaling) work-
ing for both the pure optical and the traditional time-division multiplexed electro-optical layer, based on reusing
and leveraging existing control-plane protocols, to overcome all the existing limitations and scalability problems.
These evolutionary control-plane technologies are expected to lower price and improve performance of network
layer routing and provide greater flexibility in the delivery of (new) routing services, facilitating traffic engineering.
It has been extensively proved that the use of traditional IP routing paradigm, which requires to forward packets
based only on destination addresses along the shortest paths computed using mostly static and traffic-independent
link metrics, leads to a rapid saturation of some network links on the shortest paths between certain ingress–egress
router pairs while links on other alternative paths may be lightly loaded. This is due to the fact that existing routing
protocols are largely oblivious to network traffic condition and at the same time incapable of pinning down an
explicit route. To address the above shortcomings, new routing practices and features need to be introduced, in
most cases integrated in the new control-plane paradigms such that one provided by Generalized Multi-Protocol
Label Switching (GMPLS), which is an extension of MPLS, widely known as the strongest enabling technology
for traffic engineering. At the state of the art, GMPLS is emerging as the candidate control-plane solution for next-
generation optical networking [20], since it integrates in a native and natural way the widely known generalized
label swapping/forwarding paradigm with the emerging optical network layer routing practices.
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3.1. Routing and signaling

The main control-plane issues in general transport networks centre around selecting the best path (or set of
paths) for the transport of traffic across the network. This activity requires neighbour discovery, network resource
discovery, topology state information acquisition and dissemination, topology state information management and
path selection. The last one, namely path selection, is clearly the most critical consideration in the design of control
planes for switched transport networks. Conventional Link-state interior Routing protocols (IGPs) such as OSPF
or ISIS in the GMPLS environment, properly modified to transport all the needed traffic engineering information,
are specifically responsible for the reliable advertisement of the optical network topology and of the available
bandwidth resources within and between network domains. In the case of OSPF, for example [17], the opaque
LSA set has been augmented with new TLVs to support additional traffic engineering characteristics of transport
networks. Some of the new link characteristics include: incoming and outgoing interface identifiers, link protection
type, shared risk link groups and interface switching descriptor. In order to set up a new bandwidth and/or QoS
guaranteed path across the network, a signaling protocol is also required to exchange control information among
nodes, to distribute labels and to reserve resources along the path. Suitable signaling protocols for the GMPLS
control plane include RSVP and CR-LDP. GMPLS has introduced many traffic-engineering enhancements to the
above protocols [1]. For example, the concept of MPLS label has been generalized, to support the reconfiguration
of various types of switching elements in transport networks. In our case, the signaling protocol is closely integrated
with the routing and wavelength assignment protocols.

3.2. Bandwidth on demand and grooming

The other important service is bandwidth-on-demand. It extends the ease of provisioning even further by al-
lowing the client devices that connect to the optical network to request the setup of connection, with specific
bandwidth requirements, in real time as needed. In current networks the traffic demands have typically bandwidth
by orders of magnitude lower than the capacity of lambda-links and the number of available wavelength per fiber
is limited and costly. Hence, it is not worth assigning exclusive end-to-end lightpaths to these demands, so that
a better sub-lambda granularity is strongly required. Thus, to increase the throughput of a network with limited
number of lambdas per fiber, traffic grooming capability is required in certain nodes, typically those on the network
edge. A typical control-plane paradigm ensures traffic grooming capability on edge nodes by operating on a two-
layer model, i.e., an underlying pure optical Wavelength Routed network and an “opto-electronic” time-division
multiplexed layer built over it. In the wavelength routed layer, operating exclusively at lambda granularity, when
a transparent lightpath connects two physically adjacent or distant nodes, these nodes will seem adjacent for the
upper layer. The upper layer can perform multiplexing of different traffic streams into a single wavelength-based
lightpath via simultaneous time and space switching. Similarly it can de-multiplex different traffic streams of a
single lambda-path. It can also perform re-multiplexing as well: some of the demands de-multiplexed can be again
multiplexed into some other wavelength paths and handled together along it. The electronic layer is clearly required
for multiplexing packets coming from different ports and can be a classical or “next-generation” technology, such
as IP/MPLS, but it can also be based on any other networking technology (i.e., SDH/SONET, ATM, Ethernet, etc.).
However, the upper layer technology must be unique for all traffic streams that have to be de-multiplexed and then
multiplexed again.

3.3. Traffic Engineering services

The main goals of almost all service providers are now of optimizing network resource usage and meeting cus-
tomer service level agreements. Accordingly, Traffic Engineering has become the essential practice to optimize
the utilization of existing network resources and to provide quality of services (QoS) as needed. The state-of-the-
art Traffic Engineering practices based on GMPLS technologies are essentially based on classic constraint-based
routing optimization methods, realized through the provisioning of explicit alternate label/lambda-switched paths,
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called LSPs. For optimal LSP establishment, dynamic on-line network optimization is required, usually based on
multiple and apparently unrelated metrics and constraints with the objective of optimizing the resource utilization
according to cost and performance criteria. This optimization is typically applied on a short-term time basis (at
least some tenth of seconds) and to a rather coarse level of flow granularity (e.g., aggregation of all traffic flows
between specific ingress/egress nodes). When increasing traffic loads or temporary traffic variations cause local-
ized link congestions, routing optimization, based on alternative network path provisioning, can be carried out to
resolve – or at least alleviate – potential network performance problems. The idea is to adjust routing to current
load situations and, thus, better utilize available network resources, leading to improved Quality of Service (QoS).
As a consequence, new alternative on-line routing algorithms are under study to promote a more balanced and con-
servative utilization of resources in support to traffic engineering through optimal LSP and lightpath establishment.

3.4. A perspective of the existing RWA solutions

Routing and Wavelength Assignment algorithms supporting QoS or Traffic Engineering features can be con-
ventionally categorized into static or dynamic depending on the type of routing information used for computing
LSP routes. Static algorithms only use network information that does not change with time, and both network
topology and usage patterns are known in advance, so that the problem, that is known to be NP-complete [6], is
simply to find a solution that optimizes a chosen objective function, e.g., minimizing network resource usage (like
number of wavelength used to route connection requests set) or maximizing the network flow. This problem can be
straightforwardly solved at its optimum off-line with the known Integer Linear Programming (ILP) techniques in
exponential time. On the other side, dynamic algorithms use the current state of the network, such as link load and
wavelength usage. Generally, dynamic algorithms aim to minimize the total blocking probability in the entire net-
work. On the other hand, routing algorithms can be executed either online (on demand) or offline (pre-computed)
depending on when this computation is applied. In online routing algorithms path requests are attended to one by
one, while offline routing does not allow new path route computation. Our work only focuses on dynamic online
routing since it is the only acceptable paradigm for future intelligent optical networks, although it might be also
used to solve the static RWA problem finding a nearly optimal solution in a reasonable computational time. In a
dynamic context it is impracticable to solve the RWA at its optimum due to its intrinsic computational complexity;
it is instead preferred to solve it with heuristics that find a sub-optimum solution in acceptable computational time.
The most popular and widely used routing algorithm in current networks is the shortest-path first algorithm (SPF).
SPF selects the shortest path accordingly to a specific metric. One obvious problem with SPF is that it tends to route
traffic onto the same set of links until these links’ resources are exhausted. This leads to concentration of traffic on
certain parts of the network. In addition, SPF typically accepts less path setups into the network than some other
more advanced routing algorithms. Another solution is the Min-Hop Algorithm (MHA) [3] that routes an incom-
ing connection along the path, which reaches the destination node using the minimum number of feasible links
(hops).1 This scheme is simple and computationally efficient. However, using MHA can result in heavily loaded
bottleneck links in the network too, as it tends to overload some links and to leave others underutilized. Since it
only considers the path length that remains the same independently from the current link load, MHA tends to use
the same paths until saturation is reached before switching to other paths with underutilized links. The Widest
Shortest Path Algorithm (WSP), proposed in [12], is an improvement of the Min-Hop algorithm, as it attempts to
load-balance the network traffic. In fact, WSP chooses a feasible path with minimum hop count and, if there are
a multiple of such paths, the one with the largest residual bandwidth, thus discouraging the use of already heavily
loaded links. However, WSP still has the same drawbacks as MHA since the path selection is performed among
the shortest feasible paths, which are used until saturation before switching to other feasible paths. The shortest
widest path (SWP) algorithm [12], on the other hand, introduces further improvements in network load balancing

1Although MHA is considered a separate and independent algorithm, it can be seen as a particular version of SPF in which the metric
function assigns the same cost c = 1 to all network links.
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by selecting the path with the maximum available bandwidth and if there are more than one such paths, choosing
the one with the least number of hops. However, all the above algorithms suffer from bad performance in terms of
rejection ratio in a highly-loaded network and the strategies on which they are based are definitely not “future safe”
since they do not consider future LSP requests at all. A more sophisticated class of routing algorithm is based on
the minimum interference routing paradigm proposed in [14]. Their key idea is to route an incoming connection
over a path which least interferes with possible future requests by using the concept of critical links. Critical links
have the property that, when their capacity is reduced by 1 bandwidth-unit, the maximum data flow between a
given source–destination node is also reduced by 1 bandwidth-unit. Therefore the goal of such algorithms is ac-
complished by selecting paths that contain as few critical links as possible. However, while the idea of routing over
non-interfering links is a logical one, it is known that minimum interference concept has two critical weaknesses:
computation complexity (see Section 6) and unbalanced network utilization. Suppose there are two distinct routes
with the same residual bandwidth that connect the same source–destination pair. When a path setup request arrives,
given sufficient resources, one of the two routes will be chosen to service this request. Afterwards, all the links in
the other route become critical links according to the definition of critical links above. This implies that the same
route will serve subsequent requests until saturation while the other route remains free. Therefore, given several
distinct routes with enough residual bandwidth, minimum interference routing may converge traffic flows onto a
single route causing unbalanced network utilization because it does not take into account the current traffic load
in routing decisions [14]. Clearly, lack of knowledge about link load and resource availability information may
result in poor performance in a lot of topologies. Consequently, a smarter solution that – while still considering the
hypothetical future interference between paths – also keeps into account other strategic factors such as the current
load and the network balancing and operates at a comparable or lower computational complexity would be highly
attractive and challenging.

4. Objectives and driving criteria

In this section, we define the different objectives for effective traffic engineering-aware routing and wavelength
assignment mechanisms in optical multi-layer networks. After a deep study of the standardization efforts [2] and
current solutions proposed by the scientific community, we found that three main criteria illustrate the relevant
tradeoffs involved in a traffic engineering-capable RWA scheme for the above network environment:

• Reducing blocking probability: our first goal is to reduce the blocking probability, ensuring that a maximal
number of requests are accepted in the network; hence it maximizes operator revenues and enhances client
satisfaction.

• Minimizing network costs: static metrics, such as hop count or link static costs, have been traditionally incor-
porated in routing algorithms in order to achieve a minimum network cost objective. Link static costs can be
used as a metric, since they usually correspond to the physical link length. Although it is not foreseen that
link length will have a big influence in future networking architectures (especially optical ones), it can still be
considered as a static way of expressing operator preference to choose some favourite links. However, the use
of dynamic link status metrics, such as up-to-date bandwidth availability will ensure much better performance
in terms of optimal network resource usage.

• Load balancing: load balancing is an important factor for network congestion reduction. The idea is to have
some equilibrated load distribution in the network so that bottlenecks congestions are likely to be avoided thus
improving the overall situation. However, [19] shows that, in lightly loaded network, load balancing has some
undesirable effects such as routing label or lambda-switched tunnels on longer paths. For example, we can
consider the simple heuristic way of doing load balancing by routing lightpaths over the least loaded links.
We should point out, however, that this strategy is a basic form of load balancing [27] and is better qualified
as load minimization.
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5. The minimum affinity approach

In this section we propose a novel approach, based on a two-stage routing algorithm natively conceived to
work on complex and multi-constrained optical transport networks based on an improved resource and traffic
load-aware LSP affinity concept, properly conceived to cope with the known drawbacks of the state of the art
routing algorithms in network load balancing and service request rejection. Our main objective is to minimize the
total blocking probability by optimizing bandwidth, cost and length of designed paths while keeping the network
resource usage fairly balanced, trying to leave on each link sufficient room to satisfy further requests as much as
possible. Furthermore, the overall optimization problem is subject to meeting the designated end-to-end demands
while not exceeding the edge capacities. The problem is solved in two stages. In stage 1, or pre-selection stage, the
goal is to determine all (or, better stated, a parametric number k) the available paths satisfying the above demands,
such as QoS and bandwidth. Stage 2, that is the decision stage, computes, for each path found in stage 1, its affinity
with all the paths already routed in the network and chooses the least affine one, in order to minimize the LSP
concentration on links that would otherwise become resource bottlenecks and leave not sufficient room to keep
the network usage fairly balanced. The proposed algorithm operates online, running at each request of a dedicated
connection with specific QoS requirements (typically bandwidth capacity) between two network nodes. We make
the typical assumption that each connection is bidirectional and consists in a specific set of traffic flows that cannot
be split between multiple paths. The connection can be routed on one or more (possibly chained) existing lightpaths
between s and d with sufficient available capacity or on a new lightpath dynamically built on the network upon
the existing optical links. Grooming decisions are taken instantaneously reflecting an highly adaptive strategy that
dynamically tries to fulfill the algorithm’s network resource utilization and connection serviceability objectives.
In detail, as a new request arrives, the control plane on each node, starting from the originating one, runs our
source-based localized RWA algorithm and triggers the proper path setup actions:

• it should determine if the request can be routed on one of the available lightpaths, by time-division multiplex-
ing it together with other already established connections, or a new lightpath is needed on the optical transport
core to join the terminating (edge) nodes. In presence of multiple options between new feasible and already
established lightpaths, the edge weighting and path selection functions, applied on the existing lightpaths and
to the wavelength links that can be used to set up new lightpaths, together with the grooming and the lambda
conversion costs, dynamically determine the least-cost routing for the request, on the current network status
basis. For example, if two lightpaths between s and d exist, both with sufficient available capacity, the tie
is resolved in favor of the least-cost lightpath. Such policy guarantees maximum lightpath utilization and
automatically achieves, until possible, effective dynamic grooming assuming that the link state database is
properly updated;

• in any case the source node sends a request along the existing path, or the determined new lightpath by using
an available signaling scheme;

• all nodes in the path, when they receive the request, run the SPF algorithm, calculate the new network topology
and actually establish the requested lightpath and reserve bandwidth resources.

The signaling scheme for triggering the new path or lightpath set-up and reserving the needed bandwidth, fiber
or wavelength resources along the path is very similar to the TE-RSVP protocol [3] used by MPLS. To make a
reservation request, the source needs the path and the bandwidth that it is trying to reserve. The request is sent by
the source along with path information. At every hop, the node determines if adequate bandwidth is available in
the onward link. If the available bandwidth is inadequate, the node rejects the requests and sends a response back
to the source. If the bandwidth is available, it is provisionally reserved, and the request packet is forwarded on to
the next hop in the path. If the request packet successfully reaches the destination, the destination acknowledges it
by sending a reservation packet back along the same path. As each node in the path sees the reservation packet, it
confirms the provisional reservation of bandwidth. In addition, it also performs the required configuration needed
to support the incoming traffic such as setting up labels in an MPLS label-switching node, or reconfiguring the
lambda switching internal devices (such as MEMS) in a transparent optical wavelength switching system. In order
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to accept/reject an incoming request, every node must have knowledge of the available and reserved bandwidth and
wavelengths on each outgoing link. This implies that every node needs to run a distributed control-plane protocol
that keeps up-to-date information about the complete network topology and available resources. More precisely,
a periodic link-state advertisement scheme must convey all the link state information to every node in the network,
ensuring the complete synchronization between all the nodes’ network status views. Since the amount of per-
link state information is very small, any appropriate link state scheme like those employed by OSPF [17] can be
adequate for this purpose.

The Dijkstra-based path selection scheme, however, should meet certain conditions:

• a link may not reserve more traffic than it has capacity for;
• shorter paths are preferred because they consume fewer network resources;
• critical resources, e.g., residual bandwidth in bottleneck links, should be preserved for future demands.

The last two conditions reflect that what we really seek is to keep the connection blocking probability (or in other
words the rejection ratio) as low as possible, or equivalently to increase the network utilization.

5.1. Building the model

Now that we have clearly stated the problem, we can formally define the network model on which our algo-
rithm works. Let us consider an optical network consisting of Q nodes interconnected by L optical links (fibers),
where each link can carry up to λmax wavelengths and each node can be a LSR, a lambda-edge router with several
WDM interfaces and wavelength conversion capability or a pure OXC without wavelength conversion capability.
The multiplexing or demultiplexing of several connections at any granularity, for grooming sake, is possible only
on lambda edge nodes, where wavelength conversion is also possible, whereas in the pure optical nodes with or
without wavelength conversion capability it is possible to perform traffic switching at wavelength granularity only.
We model such a network with a graph G = (V , E), where |V | = Q and |E| � L, in which the nodes in V may
have or not the wavelength conversion capability and all wavelengths on an optical link are represented as different
edges between the same pair of nodes, thus obtaining a multi-graph (Fig. 1). Each edge, belonging to E, represents
an independent communication channel that can be represented by a tuple (u, v, fe, λe, ge, le, te, ce) where u and
v are the two edge vertexes, fe is an index associated to the physical link or fiber number, λe correspond to the
logical channel number or wavelength index on the fiber, fe, ge and le are respectively the global wavelength ca-
pacity and the current load in bandwidth units. To an edge there may be also associated the TE weight te that can
be used as a metric for traffic engineering and the cost metric ce which models the signal degradation introduced
by the transmission link. Note that our fiber link representation may support a different number of wavelengths and

Fig. 1. Generating the working multi-graph. (Colors are visible in the online version of the article; http://dx.doi.org/10.3233/JHS-2011-0340.)
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that wavelengths on different fibers may have diverse maximum capacities gx, according to the WDM equipment
involved. Optical switching nodes and lambda-edge nodes are completely represented by a couple (v, Λ) by adding
to each vertex v in the graph a wavelength conversion capability attribute Λ that indicates the possibility to violate
the wavelength continuity constraint by choosing, when building a lightpath traversing v, one of the available con-
nected wavelengths. The conversion capability attribute has been specifically defined in (1) to implicitly represent
the complexity and expensiveness, in performance terms, of the conversion devices, so that:

Λx =

⎧
⎪⎨
⎪⎩

1, Transparent WXC,
2, Opaque WXC,
4, Lambda Switching Router,
8, Router.

(1)

Thus, in our network model, when choosing an output wavelength through a wavelength conversion-capable
node, we will be limited only from the clash constraint, that is, each converter allows the conversion from each input
wavelength to each available output wavelength. We make no specific assumption on the number of wavelengths
per fiber, number of fiber on each link and on the presence of wavelength conversion devices on the network. All
these parameters are fully and independently configurable on each fiber link or network device at the network
topology definition time. Instead, we require that all the network nodes operate under a unique control-plane and
share a common network view by relying on a common link-state protocol that is used to distribute resource usage
information. Furthermore, we also assume that every connection is bidirectional and consists in a specific set of
traffic flows that cannot be split among multiple paths. Our interest focuses on the optimized and fairly balanced
setup of traffic engineered paths on the optical transport network, where all the connections both on the network
core and edge are typically bi-directional. Demands, in terms of the number of end-to-end connection requests,
due to new LSP setup, vary from one source–destination pair to another, but each connection has to be set-up on
a lightpath preferably using the same wavelength (i.e., one lambda, with the wavelength continuity constraint).
Formally, an LSP request can be characterized by a tuple (s, d, q1, q2, . . . , qn), where s and d are the source and
destination nodes, and q1, q2, . . . , qn are the QoS requirements of the LSP. Nevertheless, those QoS requirements –
such as packet loss rate, packet delay, jitter, etc. – can be incorporated into a single bandwidth requirement as
shown in [14]. In this case the LSP request can be represented by a triplet (s, d, b) where b is the LSP required
bandwidth. An LSP between s and d is a simplex flow, i.e., packets flow in one direction from s to d along a
constrained routed path. For the reverse traffic flow, an additional simplex LSP must be computed and routed from
d to s. Clearly, the path from s to d can be different from the path from d to s. Also, the amount of bandwidth
reserved on each path can differ. Obviously, after that a LSP P has been routed in the network, the quantity le
will change for each edge e of P , and the weights of these edges will be updated. More precisely, each time a
new lightpath needs to be established between an ingress–egress pair of nodes in our multi-graph we modify it by
removing the graph edges traversed by the lightpath (corresponding to the wavelength used) and by adding a direct
edge x, called cut-through edge, with capacity gx set to gmin and current load lx set to b, where b is the fraction of
the link bandwidth required by the lightpath and gmin is the minimum global wavelength capacity between all the
edges belonging to the lightpath. A cut-through edge x, that can be easily distinguished by having a negative fiber
identifier (fx < 0 where |fx| will be the lightpath identifier), can be used in any path selection operation and thus
can participate in one or more LSPs as a single virtual edge (a single hop at the IP layer) terminated on converter
nodes. It will not be directly used in affinity computation, but its physical edges will actually do, as explained in
Section 5.4. When an established lightpath is torn down because the last connection occupying it is ended, the cut-
through arc is removed and the edges in the extended graph corresponding to the underlying physical links are set
back with full capacity. Similarly, if an LSP is deleted all the edges belonging to it will have their capacity partially
restored by adding the bandwidth required by the LSP to their residual capacity. This schema allows modeling the
wavelength availability per link and the residual bandwidth per logical link at the IP layer. The algorithm used to
dynamically route the connection requests works on such a multi-graph.



F. Palmieri et al. / Constrained minimum lightpath affinity routing in multi-layer optical transport networks 195

Let us now give a formal definition of the problem to be solved. For each edge e ∈ E, let ge be the global
capacity and le the current load on the edge e. Let:

w : E → R (2)

be the edge weighting function. To simplify notation, let we denote the weight associated to the edge e ∈ E, i.e.,
we ≡ w(e).

The edge weighting function we can assume the following values:

we =

{ 1, MHA,
crite, MOCA,
load balance, Affinity,

(3)

where the specific value, depending on load balance that is used in our schema will be explained in detail in the
following Section 5.2. We also introduce m = |E| Boolean decision variables xe, one for each edge e ∈ E:

X = (x1, x2, . . . , xm) ∈ Bm, B = {0, 1}. (4)

To formally characterize the problem and its computational complexity, let us model the general problem as an ILP.
The problem consists in determining the optimal set of binary variables X that optimizes the objective function (5)
in the following mathematical formulation:

min
∑

e∈E

we · xe (5)

subject to the following constraints:

∀v ∈ V
∑

e∈δG({v})

xe =

⎧
⎨
⎩

0 if v /∈ P ,
1 if v = s ∨ v = d,
2 if v �= s ∧ v �= d ∧ v ∈ P ,

(6)

∀e ∈ E xe · b � ge − le, (7)

∀e ∈ E xe ∈ {0, 1}, (8)

where

δG(S) = {ei,j ∈ E | i ∈ S, j ∈ V \S}, S ⊂ V (9)

is the cut of G with respect to S and ei,j ∈ E is an edge between nodes i, j ∈ V and P is the path under
construction.

The constraint (6) imposes the flow conservation property. Note that the property is guaranteed because the
source and the destination elements are the only nodes that have exactly one edge belonging to the path. The
intermediate node v has either zero or two edges of the path, meaning that it is, respectively, a node that does not
belong or does belong to the path. The constraint (7) imposes the resource availability constraint: an edge e ∈ E
must have enough available residual bandwidth to accommodate the LSP required bandwidth. The constraint (8)
formally specifies the Boolean nature of the decision variables xe. Clearly, such a formulation implies a-priori
knowledge of the entire traffic matrix to be solved at optimum through integer linear programming; furthermore, the
ILP can be reduced to a single-commodity NP-complete problem. Thus, our fully dynamic operating requirements
drives us in searching a more efficient heuristic-based approach, that starting from the same theoretical model,
allows us to achieve satisfactory sub-optimal solutions in polynomial times.
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5.2. Choosing the weighting function

From (3) it can easily be noted that the edge weighting function we, can be properly chosen to reflect different
weighting policies and objectives in the overall optimization strategy and strictly influences the behaviour of the
path selection algorithm. In order to achieve our load balance objective, we specify the following properties that a
good weighting function should satisfy:

∀e ∈ E: le = ge, we ≈ ∞. (10)

That is, the weight we associated to an edge e with no available residual bandwidth should have the maximum cost
and cannot belong to any new lightpath:

∀e, f ∈ E: ge = gf ∧ le < lf , we < wf . (11)

Considering two edges with the same global capacity and different current load values, the weight associated to the
highest loaded one must be higher than the other. This property privileges the choice of edges with highest residual
capacity:

∀e, f ∈ E: le = lf ∧ ge < gf , we > wf . (12)

Given two edges with the same load and different global capacities, the weight associated to the one with highest
global capacity must be lower than the other. This is due to the consideration that links with lower global capac-
ities are more prone to saturation and usually have lower chances to recover bandwidth in time from connection
teardown. Note that the scaling factors implicit in Eqs (11) and (12) may be different:

∀e, f ∈ E:

(
le
ge

=
lf
gf

)
∧ (ge �= gf ∨ le �= lf ), we �= wf . (13)

Every two edges with the same load/maximum capacity ratio but different current load or global capacity values
must have different associated weights. This avoids a common mistake in assigning the same weight to two edges
with the same saturation ratio and bandwidth resources.

Obviously, the weighting function should be proportional to the load and inversely proportional to the global
capacity the edge; indeed it should be proportional to the TE parameters:

we ∝ le, we ∝ ce, we ∝ te, we ∝ 1
ge

. (14)

Another important consideration is that the global capacity ge is less important than the current load le in assigning
weights; we used the logarithm of ge instead of ge, in order to lessen its relative importance in the product weighting
function. We chose Eq. (15) as the edge weighting function, which satisfies all the stated properties:

we =
lecete
log ge

. (15)

Thus each edge is weighted according to the statically assigned cost and TE metric, and against its maximum
capacity. Different wavelength routing policies can be realized by modifying the te components of the edges in E.
In fact, these weights may be used to reflect the cost of network elements such as wavelength converters (in
LSR routers or lambda-edge nodes) or free wavelengths on some links and to characterize the QoS properties of
different wavelength channels (such as delay, capacity, etc.). Also the transmission impairments introduced by the
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physical layer will be considered in this first path selection stage of our algorithm, which can assign optical paths
to incoming requests only if the resulting lightpath is feasible (i.e., the lightpath transmission properties are good
enough to guarantee the required transmission quality to the bit-stream). Thus, by modifying the above weighting
factors according to the incoming service class request, it is possible to choose a path which minimizes the number
of conversions or which maximizes the usage of existing lightpaths. Different decisions reflect different objectives
in term of network resource utilization. As a result, a request can be routed over a direct lightpath (a single-
hop path at the IP level), modeled as a single cut-through edge in our multi-graph, if it crosses only nodes that
cannot perform wavelength conversion between an ingress and an egress router, or over a sequence of lightpaths
(a multi-hop path at the IP level, where each hop can be a lightpath), if it crosses nodes that are wavelength
conversion capable (lambda-edge or routers as well). Note that a lightpath in the optical domain corresponds to
a single wavelength crossing a certain number of nodes, without wavelength conversion, represented as a single
cut-through edge. Simply stated, to satisfy a connection request with bandwidth b and class of service q we can
first run our constrained SPF algorithm on the above multi-graph G by considering only the edges e with load le
and global capacity ge such that ge − le � b and weight te � q, otherwise, if no such a direct lightpath exist and
a new path has to be set up in any case, the SPF algorithm should be applied on the graph G considering only
those edges in E with sufficient residual capacity ge − le. In this way, when all the previous operations do not
result in any available direct path, an indirect path, built on multiple lightpaths all with adequate capacity and QoS
characteristics (as above) passing through a conversion edge, can be chosen.

5.3. Determining the feasible paths

At the first stage of our algorithm the list of the first k feasible paths in increasing order of cost between the
source s and the destination d of the required connection and constrained by the bandwidth requirement of the
connection request is obtained by running a constrained K-shortest-path-first (K-SPF) algorithm on the above
extended graph. Here k is an external configurable parameter that can be used to limit the number of feasible paths
that should be considered in the following steps, thus controlling the depth of the analysis process according to a
performance/precision compromise. Simply stated, the main idea is determining the k required paths in a multi-
stage process according to the well-known Katoh–Ibaraki–Mine algorithm [16] capable of determining multiple
cycle-free shortest paths connecting two terminal nodes in a graph. The above algorithm has been properly crafted
to meet the specified constraints and bandwidth requirements of each new request. The SPF algorithm used in each
stage has also been modified to cope with the continuity constraint when choosing any edge during the path building
process. Accordingly, when traversing origin or converter nodes we are totally free in selecting any outgoing edge
(i.e., any wavelength), whereas with all the other nodes we can only select an outgoing edge corresponding to the
same wavelength associated to the incoming one. Clearly, the cut-through edges can only be used to build label
switched paths multiplexed on already existing lightpaths terminated on converter nodes (through grooming) and
not when we need to set-up new lightpaths in the all-optical domain. The above algorithm also tries to optimize path
selection by considering each edge’s dynamically changing properties such as the available residual bandwidth re,
in addition to the static ones such as the global capacity, the assigned cost ce and TE weight te.

5.4. Choosing the minimum affinity path

Once the candidate path list for the new LSP has been determined, according to our constraints and weighting
function, we have to choose the best path between them to satisfy our more sophisticated medium and long-
term network optimization objectives. To do this we need to define a new concept, the affinity between LSPs
that will be crucial to our algorithm. The affinity between two paths defines the degree of similarity, in terms of
sharing of network resources between them. So, the more two paths are affine, the more they tend to use, and
consequently exhaust, some common network resources that will be no more available for future requests. This
means overloading some links and leaving others almost unused. This is the exact opposite of our medium and
long-term objectives. Consequently, to keep our network usage more balanced, and reduce the blocking probability
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we have to choose our LSPs in a way that their mutual affinity will be minimal. This can be performed, on-line
and stepwise at the time of creation of each new LSP, according to an incremental process aiming to achieve a
near-optimum solution.

Let’s define formally the affinity concept, starting from the aforementioned multi-graph G with |V | nodes,
|E| edges, L fibers and up to λmax ∈ N (where N is the set of natural numbers) wavelengths available per fiber
(the actual number of wavelengths is totally free and may vary from fiber to fiber). The above multi-graph, used
for affinity calculation, will be specifically built by discarding all the edges in E with negative fiber index, which
are the cut-through edges. Let Fi, i = 1, 2, . . . , L, be a partition of the set of edges E. Let a ∈ E be an edge. Let
f : E → N be the characteristic function of the partition Fi that returns the fiber index of an edge a ∈ E:

f (a) =

⎧
⎪⎨
⎪⎩

f1 if a ∈ F1,
f2 if a ∈ F2,
. . .
fL if a ∈ FL,

with fi ∈ N , 1 � i � L. (16)

We can write:

Fi = {a ∈ E | f (a) = fi}, (17)

that is, Fi is the set of edges belonging to the ith fiber. Now, let λ : E → N be the function that returns the
wavelength index on the fiber of an edge a ∈ E:

λ(a) =

⎧
⎪⎨
⎪⎩

λ1 if edge a has lambda index λ1,
λ2 if edge a has lambda index λ2,
. . .
λmax if edge a has lambda index λmax,

with λi ∈ N , 1 � i � max. (18)

We define affinity between two edges c, a ∈ E, and we write ϕc,a, the function:

ϕc,a : E × E → N (19)

in particular:

ϕc,a =

{ 0 if f (c) �= f (a),
1 if f (c) = f (a) ∧ λ(c) �= λ(a),
3 if f (c) = f (a) ∧ λ(c) = λ(a).

(20)

The weights of the affinity function ϕ are assigned according to an exponential trend. In the first case we have no
overlap at all between the two edges as they belong to different fibers; in the second case the two edges belong
to the same fiber but they represent different lambdas, so we have a partial overlap; in the last case, we have a
complete match, that is the two edges are actually the same one, and the affinity is evaluated with the maximum
value. Note that the third case is possible as we support grooming.

Let’s see how to use the affinity function between two edges to calculate the affinity between two paths. Let Π be
the set of the paths already routed in the network; let C be one of the k candidate paths found in step 1. Let c ∈ C
and p ∈ P be edges of the respective paths. Let lP and lC denote the lengths of the paths P and C, respectively.
We want to calculate the affinity of the path C with all the paths in Π. Formally, we define the affinity Φ of a path C
with all the paths in Π as the quantity ΦΠ(C) given by:

ΦΠ(C) =
∑

P∈Π

min{lP , lC}
∑

p∈P

∑

c∈C

ϕp,c, (21)
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that is, we sum for each path P in Π the affinity between each edge p ∈ P with all the edges c ∈ C, multiplied by
the minimum length between the lengths of the paths P and C. We chose to multiply by this factor because in this
way we can weight the effective overlapping of the two paths.

Equation (21) is theoretically what the affinity is. The above definitions of affinity involve a summation over all
the previously established lightpaths. This can be computationally quite inefficient, particularly when connections
have a relatively high lifetime and thus the number of active lightpaths grows considerably, as we have to calculate
the affinity of each of the k candidate paths with all the paths already routed in the network. Furthermore, the path
affinity concept is scarcely dependent from the LSP endpoints and is based on the contribution of each single edge
in the path, strongly considering both the lightpath length and the resource sharing between paths. For this reason
we have developed the aggregated affinity approach. It consists in aggregating together the paths in Π by their
length. In fact, note that in Eq. (21) it is not important to keep all the information bound to the path P , but we are
only interested in knowing the path length and the path’s edges, that is what edges the path crosses.

Formally, we can further develop Eq. (21):

ΦΠ(C) =
∑

P∈Π

min{lP , lC}
∑

p∈P

∑

c∈C

ϕp,c =
∑

c∈C

∑

P∈Π

min{lP , lC}
∑

p∈P

ϕp,c (22)

obtaining that we can sum on the candidate path’s edges before summing on the P ’s edges. Also note that we are
not interested in those edges of P that do not even partial overlap with C’s edges (i.e., edges belonging to different
fibers). Equation (20) assigns to these edges an affinity value of 0, so they do not contribute in the sum. We do not
consider such edges, thus dramatically lowering the computational complexity. We are only interested in knowing
how many paths pass through edges belonging to fibers to which C’s edges belong.

So, for each edge e ∈ E of the network we can aggregate paths of a given length passing through the edge e.
The number of the possible lengths of a cycle-free point-to-point path in a network with Q nodes is Q − 1. We
store aggregated information about paths in Π in a matrix MQ−1,L, with Q − 1 rows and L columns. Let ml,e be
the generic element in row l and column e of M . If ml,e = r then it means that there are r paths of Π of length l
that pass through the edge e. At this point we are able to calculate the affinity between the candidate path C and
all the paths in Π with the efficient operational formula reported in (23):

ΦΠ(C) =
∑

c∈C

∑

e∈Ff (c)

Q−1∑

l=1

min{l, lC} · Ml,e · ϕc,e. (23)

Finally, for each new LSP setup request, we have to choose the path Ci, i = 1, 2, . . . , k, from the list of the
k constrained shortest paths determined in the previous step that minimizes the affinity with paths in Π; we choose
the path Cj , 1 � j � k, that has the minimum affinity with all the paths in Π:

Cj = arg min
i=1,2,...,k

{ΦΠ(Ci)}. (24)

The choice of routing the LSP request along the path Cj in Eq. (24) is aimed to keep the resource utilization the
more balanced as possible while privileging shortest and less costly paths.

5.5. Putting all together: The minimum affinity routing algorithm

Finally, the whole minimum affinity routing algorithm whose functional components have been detailed in the
previous sections may be described by the following steps:

• Initialization: starting from the network layout build the extended graph G = (V , E), as described in Sec-
tion 5.1, and associate to each edge the corresponding weight and TE constraints according to the weighting
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function reported in (15). In the network control-plane implementation the weights and resource status infor-
mation will be made dynamically available online to any network node by the deployed link-state IGP (such
as OSPF or IS-IS), properly extended with TE features.

• Stage 1: Apply the previously described constrained K-SPF algorithm on G and determine the ordered list of
the k shortest feasible paths according to the weighting function (15).

• Stage 2: Determine between the k candidate paths found in the previous section which one has the minimum
affinity with all the existing LSPs (24), and use it to build the new LSP request, according to the signaling
mechanisms provided at the control-plane level. Update the matrix M to take into account the new LSP and
update the edges’ weights of working graph G.

6. Computational complexity analysis

The first thing to be considered when analyzing the space complexity of the above schema is that our multigraph-
based network representation greatly reduces space complexity compared to the layered graph approach conven-
tionally used in solving dynamic online RWA problem, shown in Fig. 2. In a network with λmax = 2 wavelengths
per fiber the layered graph in (b) is obtained by replicating the original network graph (a) λmax times, one per
wavelength, and then by connecting nodes with wavelength conversion capability together between layers. Be-
sides, for each LSP request it is necessary to add two fictitious nodes s and d and connecting them with infinite
capacity links to each corresponding source and destination node in all layers. In Fig. 2 is reported an example of
the layered graph for a LSP request between source node 1 and destination node 3. For comparison, in Fig. 2(c) is
reported the corresponding multi-graph for network graph (a). As it can be seen, the multi-graph approach saves
space with respect to the layered graph approach.

Formally, in a network with Q nodes, L links and using up to λmax wavelengths on each link the layered graph
representation with Ω converters requires in the worst case (Q · λmax + 2) nodes and (L · λmax + 2λmax + Ω ×
(λmax−1)) edges whereas the equivalent multi-graph requires only Q nodes and L ·λmax edges, greatly limiting the
overall space complexity. As for the Affinity algorithm, the only space complexity is given by the matrix M which

Fig. 2. The original graph (a) with two wavelengths per link. The corresponding layered graph (b) and multi-graph (c). (Colors are visible in
the online version of the article; http://dx.doi.org/10.3233/JHS-2011-0340.)
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requires the memory for a matrix of size (Q − 1) · L to be stored only once. Let’s now examine the computational
complexity of the routing algorithm presented above and compare it with the other widely known algorithm such as
MHA/SPF and MIRA/MOCA. Consider our network with Q nodes, L fibers, up to λmax wavelengths on each fiber,
E edges. Computing the ordered set of the first k shortest paths for a specified source–destination pair requires in
the worst case O(k · (E + Q · log Q)) with the Katoh et al. [16] K-SPF algorithm. The second stage requires for
each of the k feasible paths the computation of the affinity with all the already existing LSPs Π. This computation
is done by the operational affinity formula reported in (23). This formula involves three sums. The first one is
on edges of C: the maximum length of a cycle-free path in a graph with Q nodes is Q − 1. The second sum is
on all edges belonging to a same fiber: this number is upper bound by λmax. The third sum repeats Q − 1 times
a calculus that can be done in constant time. Thus, the calculation of the affinity ΦΠ(C) takes in the worst case
O((Q−1)·λmax ·(Q−1)). This computation has to be evaluated for each of the k shortest paths found in stage 1. The
maintenance of the matrix M can be done for each LSP routed in the network in O(Q−1) = O(Q). Consequently,
the overall affinity complexity requires O(k · (E + Q · log Q) + k · λmax · Q2 + Q) = O(k · E + k · λmax · Q2).
Considering that k and λmax are assigned parameters and their values remains quite low in all cases, the dominating
factor in the complexity is O(E + Q2). This complexity is a little higher than SPF (O(Q2) with simple Dijkstra
shortest path algorithm that can be improved to O(E ·Q · log Q) by using a priority queue with a Fibonacci heap in
the implementation [18]), and much lower than that of MIRA/MOCA: let’s suppose there are p source–destination
pairs in a network with Q nodes and E links. MIRA/MOCA requires p maximum flow calculations to determine
the set of critical links each time a path setup request arrives. In the worst case, every node is a source node for every
other node, and so p becomes Q2. Since each maximum flow calculation is O(Q3) [8], therefore the worst case
runtime of MIRA/MOCA is O(Q5) + O(E2). However, with the introduction of the Goldberg maxflow algorithm
[11] the MIRA/MOCA complexity can be reduced to O(Q3 · E · log(Q2/E)) that is still much higher than that of
the Affinity algorithm.

7. Performance evaluation

In this section, we examine the performance of our new algorithm with an extensive simulation study, by working
on several real network topologies, with and without the continuity constraint (i.e., with and without wavelength
converters). The simulation details together with the most interesting results and observations emerged from the
experiments have been reported in the following paragraphs.

7.1. The simulation environment

In order to evaluate the performance of the proposed algorithm we realized a simple and very flexible ad-hoc
optical network simulation environment totally written in Java in order to take advantage of its great extensibility,
ease of modifiability, portability and strict math and type definitions. It also supports discrete-event simulations in
WDM optical network and fiber/lambda switching for several wavelength routing algorithms, such as our Affinity-
based paradigm, MHA, SWP and MOCA, with basic wavelength assignment paradigms such as First Fit and
wavelength conversion capability. It supports a very intuitive GUI interface for flexible definition and modification
of simulation parameters and a sophisticate configuration from file mode to define complex simulation environ-
ments, allowing the creation of new network topologies. Simulations have been performed on several well-known
network topologies such as NSFNet [21] and Geant2 [10]. These networks have been modeled as undirected graphs
in which each link has a non-negative capacity ranging from OC-1 to OC-768 bandwidth units. In all the experi-
ments, we used a dynamic traffic model in which connection requests arrive according to a Poisson process with
a rate λ of requests/seconds. To enhance the effect of connection’s load on the network, the session holding time
has been set to be infinite, that is each connection lasts through the entire simulation. The connection requests are
distributed on all the network nodes according to the probability distribution obtained from the traffic matrices
given in [23] for NSFNet and in [26] for Geant, where traffic volumes have been scaled proportionally to the traffic
distribution. The LSP bandwidth demands are taken to be uniformly distributed between the values reported in
Table 1.
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Table 1

Simulations performed and parameters used

NSFNet/Geant2

Number of connections Varying from 0 to 10,000 (step 1000)

Random generated bandwidths (OC-unit) {1, 3, 12, 24, 48, 192}

k {3, 4, 5, 8}

Number of simulations 80 simulations ran per topology;

each simulation repeated 10 times

7.2. Results analysis

For performance comparison, we ran each simulation based on four routing algorithms: MHA, SWP, MOCA
and our Affinity-based algorithm. All the results presented are taken from many simulation runs on the above
network with several k parameter values and connection requests varying from 0 to 10,000. Simulations have been
performed on an HP® DL380 Dual Processor (Intel® Xeon® 2.5 GHz) server running FreeBSD® 4.10 operating
system and Sun® Java® 1.4.2 Runtime Environment. The k parameter and bandwidth unit request values used in
our simulations are reported in Table 1.

As can be seen from the previous table, 80 simulations per topology were run and, to obtain more confidence in
the results, each run has been repeated 10 times and the average performance metric values have been calculated.
Thanks to the consistency of the results obtained, only the graphs relating to one value of k per topology are
shown. The most significant performance metric observed in our experiments is the path-setup rejection ratio.
Clearly, a smaller rejection ratio indicates a better resource usage, and hence a more balanced network utilization
in the medium and long term. The k factor has to be chosen accordingly to a compromise between execution time
and performance. Anyway, in our simulations we found that quite low values of k are sufficient to get the best
results (typical values are k = 3, 4, 5). The improvement in the results obtained with greater values does not justify
the extra computational effort. Anyway, in general, as the meshing degree increases, and thus more solutions are
available, higher k values lead to more interesting results.

Compared to other well-known algorithms, such as MHA and SWP (extended to work in a WDM environment),
and MOCA our heuristic performs significantly better when the load increases, since it is able to overcome some
of their most common drawbacks by taking into account the overall unbalancing and blocking effects (see Figs 3
and 4). We can observe how MHA, SWP and MOCA work better under light loads but their performance dras-
tically reduces when the network load starts to be significant. In our sample simulation results plotted in Figs 3
and 4 tests, MOCA/MHA/SWP show similar behavior while Affinity is fairly different, although it seems to ex-
hibit a closer match to the other algorithms in the Geant2 case. More precisely, Affinity seems to sacrifice some
performance under lower loads in order to gain significantly when the load increases. This is due to the Affin-
ity behavior in choosing paths that improve load-balancing and network utilization in the medium term, whereas
the other algorithms tend to unbalance the network load, by overloading only the links belonging to the “best”
lightpaths. In order to stress the differences between Affinity and the other RWA algorithms, we tested them in
low- and high-loaded networks, respectively NSFNet and Geant2. In both scenarios, Affinity achieves to behave
substantially better that the other strategies, thanks to its better medium term load balancing technique. In detail,
Affinity begins to behave significantly better starting from the intersection point where its blocking factor reaches
equality with those of the MOCA, MHA and SWP algorithms. For NSFNet, this happens around 15% blocking
probability whereas for Geant2 around 75%. This difference is essentially due to saturation phenomena that occur
later in Geant2 because its topology is more complex, having a higher meshing degree and more heterogeneous
WDM equipment (sparse wavelength conversion), and therefore exhibiting a better traffic load absorption behav-
ior. The performance gap at higher loads is evident both in presence of converters (Fig. 3) and in networks without
conversion capacity (Fig. 4). We can also observe that if only the shortest path heuristic is employed, such as in
MHA, the paths composed of multiple active lightpaths are more likely to be picked. The reason is that the cut
through arcs which usually bypass several optical links tend to be shorter.
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Fig. 3. Average rejection ratio on NSFNet (simulations from Table 1). (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/JHS-2011-0340.)

Fig. 4. Average rejection ratio on Geant2 (simulations from Table 1). (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/JHS-2011-0340.)

Besides the very interesting results in blocking probability, our RWA schema, as already demonstrated in Sec-
tion 6, operates significantly faster than MOCA, and moderately slower than MHA and SWP as we can see from
Fig. 5 where the average elapsed times on Geant2 are shown. In summary, Affinity is at advantage at high loads
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Fig. 5. Average elapsed times on Geant2 (simulations from Table 1). (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/JHS-2011-0340.)

while being comparable to other algorithms in terms of computation time, ease to adapt to different network con-
figurations and flexibility to take into account different objectives such as, for example, power consumption.

8. Conclusions

It has been demonstrated [17] that the introduction of wavelength-routed networks not only offers the advantages
of higher transmission capacity and routing node throughput, but also satisfies the growing demand for protocol
transparency and simplifies operation and management. However, a lot of technical issues need yet to be resolved
before a new RWA paradigm truly becomes part of an effective and flexible control-plane framework, and the most
important and widely studied one is dynamic set-up of QoS guaranteed lightpaths or LSPs, performed through
an efficient and optimized routing or path design algorithm that determines the “best” paths/routes according to a
given objective. To cope with the above challenges our work presents a two-stage wavelength routing algorithm,
easily integratable in state-of-the art routing and signaling protocols and technologies, built on an on-line dynamic
grooming scheme that finds a set of feasible routes on lightpaths which fulfill some QoS and traffic engineering
requirements and bases its final choice on a novel heuristic global path affinity minimization concept. Our new
algorithm demonstrated the capabilities of achieving a better load balance and resulting in a significantly lower
blocking probability than the existing methods for both optical networks under the wavelength continuity constraint
and with sparse wavelength converters, as verified by an extensive simulation study. The ability to guarantee both
a low blocking probability and a low computational complexity make the new on-line dynamic RWA algorithm
very attractive for the modern multi-layer optical circuit switched and optical wavelength-switched networks.
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a b s t r a c t

In wavelength-routed optical networks, end-to-end connection demands are dynamically routed accord-
ing to the current network status. Naïve path selection schemes, the wavelength continuity constraint
and the limited or inaccurate information available can cause the virtual topology resulting from the cur-
rently allocated lightpaths to become sub-optimal. We propose an efficient re-optimization technique
based on a GRASP meta-heuristic. Our work is focused on a hybrid online–offline scenario: connections
are ordinarily routed dynamically using one of the available algorithms for online routing, but occasion-
ally, when reorganization of the current virtual topology is desirable, existing paths are re-routed in order
to improve load balancing and hence the ability to efficiently accept further connections. Because global
changes of the logical topology and/or routing scheme can be disruptive for the provided connection ser-
vices, we used iterative stepwise approaches based on a sequence of small actions (i.e., single connection
re-routing and on local search from a given configuration). Simulation results demonstrate that several
network performance metrics – including connection blocking ratios and bandwidth gains – are signifi-
cantly improved by such approach. In particular, we achieved to accept more connection requests in our
re-optimized networks with respect to the same networks without re-optimization, thus lowering the
blocking ratio. Besides, in all tests we measured a notable gain in the number of freed bandwidth OC-
units thanks to our re-optimization approach.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

While being attractive for their transparent and cost-efficient
operation, all-optical networks need complex routing practices
and accurate engineering of Wavelength Division Multiplexed
(WDM) paths, to match the constraints of the underlying photonic
technology with the requirements of the dynamic traffic flows that
should be transported. Dynamic routing and wavelength assign-
ment schemes commonly used within these infrastructures tend
to lead to network inefficiencies due to the limited or inaccurate
information available for online routing [1], to the simple path
selection algorithms often used and to the wavelength continuity
constraint [2]. Precisely, the paths for the arriving connection re-
quests are calculated starting from the current network state,
including all the already routed connections. As the network and
traffic evolve, such routing solutions may become sub-optimal
[2]. The evolution process may also lead to changes in network
topology due to the addition/deletion of new links and/or changes
resulting from customers varying demands for different services.

Some connection requests may be rejected due to lack of capacity,
while a more efficient routing scheme would have allowed suc-
cessful routing and path set-up. Furthermore, dynamic online rout-
ing practices typically tend to unbalance resource usage over time,
causing severe congestion on some ‘‘critical” links that are most
likely needed for satisfying future traffic demands [3]. When this
happens, routing optimality may be restored only by periodic off-
line re-optimization that re-routes some of the existing connec-
tions over alternative paths, recovering the stranded capacity and
re-balancing the load on the links [2]. Nevertheless, there is a cost
directly associated with re-optimization, both in terms of compu-
tational complexity and of disruption of active connections [4].
Thus, the re-optimization activity has to be prudently planned to
maximize the recovered stranded capacity and an integrated ap-
proach for periodic offline re-optimization of optical networks with
sub-wavelength traffic is desirable. The focus of this work has been
the best balancing of the reconfiguration cost, in terms of both
computational complexity and disturbance to the network, within
the context of a flexible and effective RWA/grooming solution. To
allow a joint consideration of routing and wavelength assignment
(RWA) with grooming and reconfiguration/optimization costs, we
modeled the problem as a multi-objective optimization problem
and solved it heuristically through a greedy randomized adaptive
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search procedure (GRASP) [5,6] in conjunction with a path-relink-
ing [7,8] solution refinement procedure. In our approach, the
implementation of the GRASP-based re-optimization works at the
control-plane layer on each involved network element and in-
cludes several novel greedy construction and local search strate-
gies, and a new simplified form of path-relinking. Overall, the
heuristic approach is streamlined through the incorporation of ad-
vanced network flow re-optimization techniques and is based on a
totally flexible network model, supporting heterogeneous WDM
equipment, in which the number and type of lambdas can be inde-
pendently specified for each link. We evaluate the effectiveness of
our approach by simulating the proposed re-optimization schema
and measuring the freed bandwidth and the percentage of the con-
nections that the network is able to route after the re-optimization
process. Results indicate that this implementation may lead to sig-
nificant improvements of the network in comparison with the
existing dynamic RWA solution with an acceptable performance
impact due to offline re-optimization. An especially appealing
characteristic of this GRASP-based approach–that makes it partic-
ularly suitable for the re-optimization of large networks and pref-
erable to other heuristics–is its straightforward implementation. A
limited number of parameters need to be assigned and tuned, and
consequently development can easily focus on implementing effi-
cient data structures to speed GRASP iterations up. Finally, the
GRASP solution-search strategy can be trivially implemented in
parallel between the available network nodes. Each processor node
has to be initialized with its own instance data and an independent
sequence of random numbers needed by the GRASP procedure. All
the GRASP iterations are then handled in parallel by using only a
single shared global variable, required to store the best solution
found over all processors, thus greatly reducing computational
complexity and signaling overhead.

2. Background

This section briefly introduces some of the concepts that will be
useful to better explain the proposed integrated dynamic RWA/re-
optimization paradigm, by presenting the underlying architectural
scenario, the basic building blocks, assumptions and modeling de-
tails together with the theory behind it.

2.1. Wavelength-routed optical networks

With WDM, a single optical fiber is shared by a number of inde-
pendent wavelengths (channels), each of which may transparently
carry signals in different formats and bit-rates, for example STM-
16 and 10G-Ethernet. Over the physical topology composed of
optical cross-connection (OXC) devices connected by fiber links, a
quasi-static virtual topologyis superimposed by interconnecting
pairs of edge nodes with lightpaths, all-optical channels that are
never converted into an electrical signal at intermediate nodes
across the optical backbone. Edge nodes transform the optical sig-
nal in electrical form and route it on client subnetworks. More
sophisticated, and costly, OXCs, besides switching specific wave-
lengths between ports, can also convert input wavelengths into
different output wavelengths. Ordinarily, therefore, a lightpath
uses the same wavelength on all the links along its route.

2.2. The routing and wavelength assignment problem

Every lightpath must be routed on the physical topology and as-
signed a wavelength: this process is called routing and wavelength
assignment (RWA). In general, the RWA problem is characterized
by two constraints specific of an optical network:

� the wavelength continuity constraint, i.e. a lightpath must use
the same wavelength on all the links along its route;
� the wavelength clash constraint, i.e. two or more lightpaths

using the same fiber link must be allocated distinct
wavelengths.

The wavelength continuity constraint may be relaxed if OXCs are
equipped with wavelength converters [13]. Different levels of
wavelength conversion capability (full or limited) are possible,
depending on the number of converter-equipped OXCs and to the
number of wavelengths that can be converted in each node. Note
that when using full wavelength conversion on each network node,
the RWA problem reduces to the classical routing problem in a cir-
cuit-switched network. This work is quite general in that we make
no assumption on the availability of wavelength converters.

With static traffic [9], the entire set of connection requests is
known in advance, and so the problem is reduced to setting up per-
manent lightpaths while minimizing the number of wavelengths
or the number of fibers. The RWA problem for static traffic can
be formulated as a mixed-integer linear program [10], which is
NP-complete [11]. The two sub-problems of routing and wave-
length assignment can also be separately faced. A review of these
approaches is given in [9]. Here, Incremental connection requests
arrive in sequence and the lightpaths established to handle these
requests remain in the network indefinitely. On the other hand,
for dynamic traffic, a lightpath is set-up to satisfy each request as
it arrives, and such lightpath is released after a finite amount of
time (connection lifetime). The objective in both the incremental
and dynamic traffic models is to minimize the blocking/rejection
probability of each connection (also known as blocking factor), or
equivalently maximize the number of connections that are estab-
lished in the network at any time. The dynamic case is more com-
plex and usually several properly crafted heuristics are used to
solve the routing and wavelength assignment sub-problems sepa-
rately [12]. Here, we have chosen to deal with incremental traffic,
as it is a simplified environment in which the effects or the pro-
posed strategy are less dependent on the statistical distribution
of connection requests and can therefore be better evaluated.

2.3. Integrating RWA with grooming: from the overlay model to a
unified control-plane architecture

Typically, the traffic demand is partitioned into multiple paral-
lel requests (between the same node pairs) with different band-
width requirements, varying from tens or hundreds of Mbps (e.g.
STM-1 or Fast Ethernet) up to the full-wavelength capacity (e.g.
10 Gigabit Ethernet). At the network edge, end-to-end connection
requests, sharing the same traffic flow characteristics in terms of
termination nodes and Quality of Service (QoS) requirements and
involving capacities significantly lower than those of the underly-
ing wavelength channels, can be efficiently multiplexed, or
‘‘groomed,” onto the same wavelength/lightpath channel. A typical
control-plane paradigm for traffic grooming operates on a two-
layer multiple model, i.e. an underlying pure optical wavelength-
routed network and an independent ‘‘opto-electronic” time-divi-
sion multiplexed layer built over it. At the optical layer, wave-
length routing traditionally sets up an almost static logical
topology that is then used at the IP layer for routing, with light-
paths handled as single IP hops. By integrated RWA we instead
mean a combined wavelength routing and grooming optimization
paradigm, taking into account the whole topology and resource
usage information at both layers. We assume that appropriate pro-
tocols exist for the unified control-plane, accurately disseminating
correct and up-to-date information about the network state to
each node, as well as taking care of resource reservation, allocation,
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and release. Reconfiguration of virtual topology may be carried out
for two reasons:

� to re-optimize the virtual topology under a changed traffic pat-
tern or even a different cost metric;
� to create a new topology capable of supporting the current traf-

fic pattern, without using failed or out-of-service network
components.

In this work, traffic grooming is accounted by considering each flow
as reallocatable. We focus on reconfiguration for re-optimization,
when the traffic pattern changes or some part of the network be-
comes congested. Some of the most relevant issues involved in opti-
cal network re-optimization are discussed below.

2.4. Network re-optimization

Sophisticated routing algorithms can keep achieve remarkably
low connection reject rates. However, these algorithms do not
scale well with the growth in network size. On the other hand,
many of the simple and scalable path selection algorithms may
cause routing inefficiencies, leading to ‘‘stranded” capacity [14].
Whatever the RWA algorithm, the resources dedicated to serve
each new connection request are selected according to the current
network state, which is, in turn, the result of routing the existing
connections. Keeping the network load balanced may lead to effec-
tive algorithms achieving good results in terms of blocking proba-
bility. This is necessarily the result of some estimation on the
distributions of forthcoming requests. That estimation may pre-
sume that future requests will adhere to a uniform or Poisson dis-
tribution, or that they will repeat the pattern delineated from the
currently provisioned demands. However, as the network and traf-
fic evolve, the actual distribution of requests and their sequence of
appearance may substantially drift from the estimates, and the
network load distribution may become unbalanced. Network re-
optimization is usually needed to increase the network utilization
and can be performed by re-scheduling the already available con-
nections requests in two ways: either by changing the associated
paths only or by changing both the paths and the starting times.
The latter solution is not very desirable as it implies re-negotiating
the connection set-up times with users, and for this reason we will
not consider it in this work. The idea of re-optimization is not new
in telecommunications: carriers routinely use reconfiguration to
better manage their network and increase utilization, which in
turn allows them to defer investments on new infrastructure.
Reconfiguration can also be used to provide better service perfor-
mance, for example, by re-routing services over shortest paths if
such paths become available.

2.5. GRASP

GRASP, which first appeared in [5] and was later formalized in
[6], is an iterative two-phase meta-heuristic. A meta-heuristic
may be defined as an iterative master process that guides and ad-
justs the operation of subordinate heuristics in order to produce
high-quality solutions. When exploring the solution space, some-
times one may get stuck into local optima, i.e. solutions that are
good locally but not globally. Meta-heuristics strive to escape such
local optima by different strategies: occasionally accept worse
solutions, as in simulated annealing [15] or tabu search [8]; com-
bine existing solutions through mutation and crossover following
the idea of genetic algorithms [16]; generate new solutions, as in
GRASP. Greedy choices are performed and measured by means of
an immediate or greedy gain possibly leading to sub-optimal solu-
tions. For overcoming this myopic behavior, a heuristic measure
can be introduced to evaluate this gain. At each iteration, the first

phase produces a solution through the use of a greedy randomized
adaptive construction scheme. In the second phase, local search is
applied to this solution, in order to obtain a local optimum in its
neighborhood. GRASP meta-heuristic may be customized to solve
any problem for which simple construction and local search algo-
rithms are available. Enhanced versions of the basic GRASP meta-
heuristic have been applied to a wide range of combinatorial opti-
mization problems [17]. Several new components and techniques
have extended the original GRASP scheme (reactive GRASP, param-
eter variations, bias functions, memory and learning, improved lo-
cal search, path-relinking, hybrids). These components are
presented and discussed in [17]. In particular, path relinking was
first introduced as a tool to compound intensification and diversi-
fication strategies in the context of tabu search [7,18]. The strategy
is formulated on the principles of evolutionary approaches but un-
like conventional evolutionary techniques (e.g., genetic algo-
rithms), it does not employ randomization to generate new
solutions. Instead, it constructs them through a methodical explo-
ration of trajectories that connect previously generated high-qual-
ity solutions. An in-depth description of path-relinking can be
found in [19,20]. The first application of GRASP and path-relinking
was undertaken by Laguna and Marti [21]. Since then, a few other
applications have appeared that combine the two methodologies.
Some applications use path-relinking as an intensification strategy
within the GRASP procedure [22]; others apply path-relinking as a
post-optimization step after the execution of GRASP [23]. Some
authors considered both utilizations of the path-relinking strategy
[24,25]. According to the survey work on GRASP by Resende and
Ribeiro [17], path relinking is more effective when used as an
intensification phase. In our implementation, we have chosen to
use it at the end of each GRASP iteration in order to intensify the
search around local optima.

2.6. Related work

Lightpath re-optimization techniques have been discussed in
several works available in literature. The problem of re-routing
existing lightpaths in a dynamic routing scenario was addressed
in [26,2] by invoking the re-optimization step only when new re-
quests are unable to find a feasible path and it becomes absolutely
necessary to re-route some of the existing paths to free up capacity
from the most crowded links. Alternatively, [4] models the effect of
the reconfiguration phase in terms of packet loss and bases its
reconfiguration policy on this penalty criterion. Some different ap-
proaches, such as [27,28] reconfigure the underlying virtual topol-
ogy of the optical network, respectively according to an ILP
optimization and a stepwise branch exchange process, to adapt it
to changing traffic patterns. Other authors have proposed solutions
suitable for static traffic demand and heuristics for long-term on-
demand traffic flows [29–32]. In [31] the authors study the prob-
lem of re-optimizing lightpaths in resilient mesh optical networks,
where connection requests are routed using a pair of disjoint pri-
mary and backup paths. In their re-optimization scheme, all paths
are re-routed, regardless of their being primary or backup. They
also considered the effects of re-routing only the backup paths.
An approach to combine dynamic online routing in a connection-
oriented network with an offline optimization module, which con-
stantly rebalances the load in the network whenever a certain
imbalance threshold is exceeded, has been examined in [32]. In
this scenario, the network operator determines a re-balancing ben-
efit indicating the amount of traffic that could additionally be rou-
ted if the current traffic were to be redistributed, by computing the
gain in ‘‘network efficiency” that a potential re-optimization would
yield. If a threshold is exceeded, i.e. the benefits of re-optimizing
the network exceed the incurred costs of the flow re-routing, then
re-optimization is performed. More recently, other formulations of
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the rearrangement problem have been proposed, differing in the
optimization objectives. Notably, in [33], the number of rejected
new demands and re-routed lightpaths is minimized through the
Lagrangean Relaxation and Subgradient Method, while Din [34]
investigated the use of a genetic algorithm and of simulated
annealing with the objective of minimizing the average weighted
propagation delay.

3. Integrated re-optimization scheme for wavelength-routed
networks

We propose a novel dynamic RWA strategy specifically con-
ceived to allow lightwave networks to carry more traffic without
adding capacity, through a two-stage scheme based on hybrid on-
line routing and offline re-optimization. Online dynamic routing is
used in the first phase: connection requests arriving to the edge
nodes over time are immediately routed by using a quick RWA
scheme such as min-hop or shortest/minimum-cost path with dy-
namic weights based on wavelength available capacity. If there are
enough resources to accommodate it, the required connection is
routed on an already existing lightpath with available capacity
and adequate QoS characteristics, or a new lightpath is properly
set-up; otherwise the request is rejected. Over time, requests for
teardown of existing connections may also arrive, causing the re-
lease of the involved resources. However, at a certain time, the
residual capacity between certain critical ingress–egress pairs
may be insufficient to accommodate new requests, but a different
allocation of connection routes would easily permit it. When this
happens, the blocking factor may increase indefinitely so that the
network seems to be completely saturated even if there are still
a lot of available resources. Thus, we continuously monitor the
blocking factor, that can be viewed as a good approximated mea-
sure of routing efficiency, and when it exceeds a specific threshold
b, we invoke re-optimization to restore routing optimality by re-
routing some of the already established connections. Alternatively,
we can also trigger the procedure when a specific number of con-
nection requests has been received or served starting from the last
occurrence of the re-optimization process. In both cases we ad-
dress the network re-optimization issue as a periodic maintenance
measure, activated when a tunable utilization threshold is ex-
ceeded, aiming at continuously keeping as much free network re-
sources as possible with minimum total disruptions to the
ongoing service. The objective of the second phase of our approach
is then to eliminate the blocking or unbalancing generated during
the previous quick-and-dirty connection set-up phase. Managing
the lightwave network during the reconfiguration phase is a very
complex issue, as re-optimization involves path reorganization,
which may originate disruption in some critical services carried
over the network, and therefore must be implemented carefully.
Hence, to keep re-optimization as efficient as possible, all the con-
nection requests arriving during the re-optimization process are
queued and served only after its completion. Furthermore, the cho-
sen re-optimization strategy must be conceived in order to com-
bine maximum gains in recovering stranded capacity with
minimal impacts on the overall network performance. Re-optimi-
zation must support the ability to provide guaranteed fault-toler-
ance to resilient connections. Finally, in order to preserve the
packet arrival sequencing, the re-optimization strategy should
not require traffic flow splitting on multiple paths. The sequence
of operations through which the virtual topology is reconfigured,
and the number of connections/lightpaths affected by such activ-
ity, can have a substantial impact on both the performance and
capacity that is needed in the process and on the optimality of
the obtained solution. The corresponding minimization problem,
known as the Reconfiguration Sequencing Problem is indeed

NP-hard [35]. Thus a re-optimization solution that re-routes all
the connections of the existing virtual topology (without disrup-
tion) while keeping the network well balanced, by redistributing
load thus freeing sufficient available capacity between all the in-
gress–egress node pairs, has to be found through the use of some
heuristic technique that must ensure an acceptable run-time com-
plexity. A key feature of such heuristic must be the ability of set-
ting up the new re-provisioned paths one-by-one before re-
routing traffic on them and only releasing the resources on the
old paths after the new ones are totally established, according to
the ‘‘make-before-break” principle. In other words, we do not
explicitly perform re-routing on predefined backup paths or sup-
port specific post-optimization restoration strategies but we pro-
pose a new heuristic-based strategy, to be triggered on a
maintenance basis, for finding approximate solutions to this prob-
lem, starting from a simple greedy approach and improving the
quality of the re-optimization performance by using local search,
through a combination of GRASP and path-relinking.

3.1. The network model

We denote the network by a graph G = (V,E) where V is the set
of nodes and E the set of links. We make no specific assumption on
the number of wavelengths per fiber, number of fiber on each link
and on the presence of wavelength conversion devices on the net-
work. All these parameters are fully and independently configura-
ble at the network topology definition time. Instead, we require
that all the network nodes operate under a unique control-plane
and share a common network view by relying on a common
link-state protocol that is used to distribute resource usage infor-
mation. Furthermore, we assume that every connection is bi-direc-
tional and consists in a specific set of traffic flows that cannot be
split between multiple paths. Each connection can be routed on
one or more (possibly chained) existing lightpaths between its
source and destination nodes, with sufficient available capacity
or on a new lightpath dynamically built on the network upon the
existing optical links. Grooming decisions are taken according to
adaptive strategy that dynamically tries to fulfill the algorithm’s
network resource utilization and connection serviceability objec-
tives by determining if the request can be routed on one of the
available lightpaths, by time-division multiplexing it together with
other already established connections, or, if there are no available
resources to satisfy the request, a new lightpath is needed on the
optical transport infrastructure. A network with m edge nodes sup-
ports bi-directional connection demands only between m(m � 1)/2
source-sink node pairs (u,v) where source and sink nodes u,v 2 V
are edge routers. These source-sink pairs can be numbered from
1 to M and for each source-sink pair (u,v) there may be an amount
d(u,v) of end-to-end bandwidth demand already provisioned in the
network, measured by the aggregate bandwidth of all the connec-
tion flows between the source and sink pair. To simplify our model
each connection request is only characterized by a QoS commit-
ment on bandwidth, although it can be routed basing the decision
on other QoS metrics such as limited latency, error rate, etc. that
can be incorporated into Service Level Agreements by converting
them into a bandwidth requirement as shown in [36]. In addition
we denote by D(u,v) the total desired demand for the source sink
pair (u,v). For each link e 2 E in the network rbe and mbe denote
respectively its current residual and total capacity.

Let P be the number of connection requests at re-optimization
time, ck = (uk,vk,bk), k = 1, . . .,P, the generic kth connection request,
where uk,vk 2 V are respectively the origin and destination and bk

the bandwidth required, and pk the path servicing the connection
ck. A feasible solution to our RWA re-optimization problem is then
the set X = {X1, . . .,XP}, where the generic element Xk is a pair (ck,pk)
describing the routing choice associated to each connection. The
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actual routing pk of a connection ck is determined by means of a
shortest-path computation, with a cost function that only depends
on the residual bandwidth on the links. Therefore, routing of a con-
nection only depends on the network state at the moment the con-
nection is considered for routing. Note that, if all the connection
requests are serviced sequentially starting from an empty network,
the order of arrival uniquely determines the solution.

3.2. Grasp-based re-optimization

In order to find good approximate solutions to the above multi-
objective optimization problem, we propose a methodology based
on the combined use of GRASP and path-relinking. When imple-
menting a GRASP procedure, several different issues need to be ad-
dressed and tailored to the structural characteristics of the
problem under study. First, an adaptive greedy function needs to
be defined to guide the iterative construction phase, which builds
the solution by adding one element at the time. The greedy func-
tion is adaptive in the sense that its value must be updated after
the insertion of each new element in the partial solution under
construction in order to reflect the choice made. Second, a restric-
tion mechanism must be defined to build the restricted candidate
list (RCL), that is the list from which to select the next element to
be added to the solution. A probabilistic selection strategy (random
component) must then be specified to select an element from the
RCL. Besides, the essential constituents of the local search proce-
dure (i.e. the neighborhood structure N, the search strategy and
the objective function) must be defined. Finally, the objective func-
tion for the optimization problem must be defined. The objective
function may be aimed at minimizing or maximizing some quanti-
ties in order to optimize the problem resolution. We use a mini-
mizing function, i.e. a function whose values must be kept as low
as possible while respecting the problem constraints. The whole
GRASP procedure is algorithmically sketched in Fig. 1.

Where f : F? R is the objective function of a specific problem
P, mapping the set F of feasible solutions to real values in R.
The neighborhood structure N relates a solution X of the problem
to a subset of solutions NðXÞ 2F. The procedure consists of Max-
Iter iterations (lines 2–8) in which a new solution is built (line 3),
its neighborhood is explored (line 4) and the objective function is
evaluated on it looking for an improvement of the current best
solution (lines 5–7). The construction phase (line 3) tries to build
a new solution X0 choosing randomly an element from the RCL.
The local search explore the neighborhood N(X0) of the construc-
tion phase solution X0 looking for a local optimum X00 such that
f(X00) 6 f(X0). At the end of each step we compare the value of the
objective functionf evaluated on the solution X” with X* which is
the best solution found till that moment and we eventually keep
the better one as the best solution found; if the algorithm has

achieved a local optimum X* such that f(X*) 6 f(X) for all X 2 N(X*),
the best solution is updated with the new value. Finally, the best
solution X* found in all iterations is returned as the overall GRASP
solution. GRASP may be also viewed as a repetitive sampling tech-
nique in which each iteration produces a sample solution taken
from an unknown distribution of admissible ones, whose mean
and variance depend on the restrictive nature of the RCL. Given
an effective greedy function, the mean solution value is expected
to be good, but probably sub-optimal. That is, if the RCL is re-
stricted to a single element only, then the same solution will be al-
ways produced on all the iterations. Clearly, in this case, the
variance will be zero and the mean will exactly match with the va-
lue of the greedy solution. If we impose a less restrictive limit on
solutions cardinality, i.e. more elements are allowed in the RCL,
then many different solutions will be produced, with a larger var-
iance. The size of the RCL controls, then, the tradeoff between the
randomness and greediness of the solution. Hence, the value of the
parameter a, which regulates the RCL size as explained in the sec-
tion below, has to be chosen carefully. The lesser the role of greed-
iness as compared to randomness, the worse should the optimality
of the average solution be. However, the best solution found out-
performs the average and very often is optimal.

3.3. The construction phase

In the construction phase, connections are routed one at a time,
thus building the solution. The pseudo-code of the Greedy (lines 2
and 4) randomized (line 5) adaptive (line 7) search procedure is
illustrated in Fig. 2. First, we sort the connection requests in non-
increasing greediness into a list L according to the greedy criterion
(line 2); then we start building the solution adding one connection
request at a time till the whole candidates are routed (lines 3–8).
At each iteration, the list L is restricted into the RCL containing only
the first k elements of L (line 4) and a new connection request is
randomly selected from the RCL (line 5) and routed in the network
(line 6). To drastically reduce the computation times, we combined
the strategies commonly used by GRASP and heuristic-biased sto-
chastic sampling [22]. At each iteration, the list is reordered taking
into account the choice made at the previous step and the RCL is
formed again (line 7). The greedy criterion consists in assigning a
highest greediness to the un-routed origin–destination pairs
whose source and destination nodes have the largest residual
bandwidths on their incident arcs together with a high value of
the bandwidth required for the connection. Such strategy allows
the requests between nodes that have most residual capacity and
that have higher bandwidth demands to be served first.

In detail, we start from an empty solution vector. The P connec-
tion requests c = (u,v, b) are ordered according to the greedy adap-
tive criterion C. For each node v, let us denote by d(v) the cut
separating v from the rest of the graph, i.e. the set of all incident
arcs to v

dðvÞ ¼ fu 2 V j½u; v� 2 Eg ð1Þ

where [u,v] denotes an un-directed arc in the graph G and by

cðvÞ ¼
X

a2dðvÞ
rba ð2Þ

the sum of the residual capacities rba over all the arcs a incident to
v. The ordering criterion for a connection c = (u,v,b) will be based on
the value:

CðcÞ ¼ cðuÞ þ cðvÞ þ b ð3Þ

The bandwidth term b has the purpose of prioritizing demands that
have higher bandwidth requirements and letting smaller ones to be
served later as they are easier to be routed. Note that the criterion is
adaptive: the sorted list L may be rearranged as a consequence ofFig. 1. A generic GRASP algorithm.

F. Palmieri et al. / Computer Communications 33 (2010) 1809–1822 1813



the successfully routing of the chosen connection requestc. In fact,
when the requestc is eventually routed – using the same cost func-
tion and routing algorithm of the previous phase – the residual
bandwidth will decrease by b on all the involved arcs and the values
computed by the greedy function will change reflecting the new
available bandwidth on each arc along the path. For each connec-
tion request that is chosen from the list and routed, the greedy va-
lue has to be recomputed only on the connections whose extremes
are involved in the routes of the previous connection. The Restricted
Candidate List RCL is then built, selecting only the first kelements in
the ordered list L, where k is determined by the value of a tuning
parameter a 2 [0,1], according to the following formula:

k ¼ ð1� aÞ þ a � jLj ð4Þ

where jLj is the (whole) candidate list size. Among all the elements
in the RCL, one is randomly chosen to become the next component
of the solution being constructed. This process is iterated until the
vector is complete. Note that, as a makes k vary proportionally in
{1, . . ., jLj}, it allows us to control the amount of greediness and
randomness in the choice of the next element to be added in the
solution under construction. In particular, when a = 0, k = 1 corre-
sponding to a completely greedy choice. On the other side, when
a = 1, k = jLj so that the whole list is selected and the choice is totally
random. The randomness factor allows widely different solutions to
be constructed at each GRASP iteration, helping us to avoid being
trapped into local maxima in the solution space. On the other side
such selection strategy does not necessarily compromise the effec-
tiveness of the adaptive greedy component of the method, as only
the best-rated elements (on top of the list) can be chosen. It may
happen that the construction phase fails, i.e., a state is reached
where the current connection cannot be routed. In this case, the
construction phase is restarted from scratch in the next iteration.

3.4. Performing local search on the solution space

Since the solutions generated by a GRASP process are not guar-
anteed to be locally optimal, it is almost always beneficial to at-
tempt at improving each constructed solution by means of a
local search in the solution space. A local search algorithm operates
according to an iterative scheme, sequentially replacing the cur-
rent solution with a better one found in the neighborhood of the
current solution. The algorithm terminates when no better solution
can be found in the neighborhood. A solution X is said to be locally
optimal if in its neighborhood NðXÞ there are no solutions better
than X. A significant limitation of local search is the risk of getting
trapped into local optima. To circumvent this limitation, local
search has to be driven by general-purpose heuristic strategies
aiming at avoiding this phenomenon. The key success factors for

such local search strategies are a good starting solution, the suit-
able choice of a neighborhood structure, and an efficient neighbor-
hood search technique. It should be noted that each solution built
in the previous phase might be viewed as a set of routes, one for
each end-to-end connection request, where a single lightpath on
the optical network must support one or more routes and a single
route must use one or more lightpaths. The operation of construct-
ing the solution neighborhood can be expressed as the construc-
tion of new ‘‘neighbor” network states resulting from the
removal and re-routing of a single connection request at a time.
For each neighbor, one connection ci is selected, the resources allo-
cated to ci are released, and ci is routed again, possibly along a dif-
ferent path (as the current network state is different from the one
at which ci was originally routed). This strategy ensures a low com-
plexity for the neighborhood generation operation.

The network state is defined by the vector ~S ¼ ðrb1; . . . ; rbmÞ of
the residual bandwidth on each of the m links. We can represent
the route associated to a connection c = (u,v,b) in the network
state S

!
by the route function:

routeðc; S
!
Þ ¼ ðbðcÞ1 ; . . . ; bðcÞm Þ ð5Þ

where bðcÞi is the bandwidth requested by the connection request c
on the link i. Note that bðcÞi will be equal to the requested bandwidth
b on the links along the route assigned to c and 0 on the other links.
We then define a generic allocation function for a connection re-
quest c and a state S

!
,

allocateðc; S
!
Þ ¼ S

!
�routeðc; S

!
Þ ð6Þ

Let us consider a fixed order of arrival of the connection requests
c1 . . .,cj. The progressive routing of the succession of connections
leads to a sequence of states. The initial state S

!
0 corresponds to

the starting condition in which every link is unused (empty net-
work), so that:

S
!

0 :¼ ðmb1; � � � ;mbmÞ where mbi is the maximum ðinitialÞ
bandwidth for each link i ð7Þ

and the generic state S
!

i is given by

S
!

i :¼ S
!

i�1 � routeðci; S
!

i�1Þ ð8Þ

or, equivalently, by

S
!

i ¼ S
!

0 �
Xi

k¼1

routeðck; S
!

k�1Þ ð9Þ

The release function is the complementary operation to the allocate
function (6); let us first see what happens if we revert the last allo-
cation in the sequence:

Fig. 2. The solution construction algorithm.
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releaseðci; S
!

iÞ ¼ S
!

i�1 ¼ S
!

i þ routeðci; S
!

i�1Þ by Eq:ð8Þ ð10Þ

In the general case,

releaseðci; S
!

PÞ ¼ S
!

P þ routeðci; S
!

i�1Þ ð11Þ

Therefore, we generate a new state with the following sequence:

S
!

P ¼ allocateðci; releaseðci; S
!

PÞÞ

¼ releaseðci; S
!

PÞ � routeðci; releaseðci; S
!

PÞÞ ð12Þ

We propose two local search procedures: breadth and depth local
search. In order to build the solution neighborhood to be explored
by breadth local search, we work as follows:

� for each connection request ck, we start by removing the corre-
sponding units of flow from each edge in its current route pk;
� next, we calculate the resulting network status by determining

the new edge weights. A tentative new shortest path route for
the connection c is then computed by using the resulting weights.

Thus, the breadth local search process consists in releasing and real-
locating every connection in the network and evaluating the objec-
tive function on the new network configurations obtained, keeping
from time to time the best solution found. When every connection
has been processed, the local search process ends and the best solu-
tion found is returned. In the depth local search strategy, whenever
a better solution Xb is found in the neighborhood of the previous
solution X, the local search process is repeated starting from Xb in-
stead of X; the process is iterated for each connection request until
all the candidates have been processed. The local search procedure
pseudo-code is illustrated in Fig. 3. Each connection request c = (u,v,
b) (line 2) is extracted one at a time from the solution X (line 3) ob-
tained by the construction phase and eventually re-routed in the
network (line 4). Then, the objective function is evaluated on the
new solution X0 (line 5) and the best solution X* is eventually up-
dated with the new value (line 6). If the depth local search is cho-
sen, the next iteration will start its local search from the new
solution X0; otherwise, a breadth local search will be performed,
starting from X.

3.5. The objective function

The ultimate objective of the offline re-optimization problem is
to minimize the lightpath rejection or delayed creation (due to the
duration of the re-optimization process) while balancing the load
on the optical links (and hence maximizing network resources uti-

lization). A good balancing can be achieved by minimizing the load
on the most utilized fiber trunks. Of course, routing and wave-
length assignments with minimum delays may not attain the best
load balance within the network and, likewise, RWA algorithm
realizing the best load balance may not minimize creation delays
or connection rejection at all. We essentially aim at routing the
connections in such a way that a desired point in the tradeoff curve
between creation delays and network load balancing is achieved.
Hence, the objective function we use to compare the solutions
found in the previous phase should provide an extremely effective
metric for evaluating the degree of network resource load balanc-
ing together with an acceptable run-time performance, to avoid, as
much as possible, the excessive delay of queued requests that may
arrive during the re-optimization phase. The chosen objective
function value clearly determines how the virtual topology is best
suited for the given traffic demand. When the traffic pattern
changes the network state may not remain optimal and the virtual
topology needs to be changed to reflect the objective function
goals. This change requires reconfiguration of the network compo-
nents (OXCs and routers) to establish the lightpaths present in the
desired new virtual topology but absent in the current one. Simi-
larly, the lightpaths that are not present in the new virtual topol-
ogy must be torn down. Obviously, such reconfiguration has an
operational cost that cannot be ignored. Thus, the best reconfigura-
tion solution is a tradeoff between the improvement in the objec-
tive function value and the number of changes to the virtual
topology needed to achieve that improvement. A natural choice
for our objective function f is the variance of the load vs. capacity
ratios for each link (with the minus sign accounting for the fact
that we are trying to balance the load as evenly as possible):

f ðS
!
Þ ¼ Var 1� rbi

mbi

� �
; i 2 f1; . . . ; Ej jg ð13Þ

We can note that such choice reflects both effectiveness in describ-
ing load balancing and ease of computation so that it contributes to
keep the re-optimization delay for pending connections as low as
possible. The structure of the objective function is such that as
the load balance of the network increases, its maximum utilization
rate decreases, providing a useful strategy to achieve the QoS level
defined by a desired maximum utilization rate. Finally, once a target
solution has been chosen, the current allocation is transformed into
the desired one by parallelly signaling (with the RSVP-TE) only the
affected elements, so that minimal impact in terms of service dis-
ruption is achieved.

3.6. Path-relinking

Path-relinking may be viewed as an elite selection strategy aim-
ing at adding in new solutions only high quality attributes, by priv-
ileging these attributes in the determination of other solution that
best improve (or least deteriorate) the initial one. It works on a
population of already good solutions by properly combining them
to obtain new (better) ones. Such new solutions are then generated
by exploring the trajectories connecting high-quality solutions and
the name path relinking is used because the involved solutions are
linked by a series of transformations, performed during the search
process, relinking previous points in ways not already obtained in
previous search history. Both a source and a guide solution have to
be selected in order to generate these paths in the solution space.
We can also start from a set of guiding solutions (multiple parents)
generating combinations of elite solutions that link the points in
the solution space in several ways. During the process of linking
a solution X (initial reference point) to a solution Y (desired or
guiding point), a path is constructed by the greedy selection of
re-routing actions with respect to the evaluation of the objectiveFig. 3. The local search algorithm.
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function. Simply stated, a transformation is selected if it locally
maximizes the objective function value. The main objective of
path-relinking is the incorporation of attributes belonging to the
guiding solution (or solutions) while recording values of the objec-
tive function. The purpose of these actions is to obtain several im-
proved solutions within the neighborhood of the already visited
ones. The trajectory from X to Y is generated iteratively, by select-
ing the greedy X neighbor solution (we will call this solution by Z),
from a set of all neighbors that decrease the distance from X to Y.
This distance may be determined by calculating the number of dif-
ferences between the solutions (X and Y). The procedure is re-
started, making X  Z, until the target solution Y is obtained.
Path-relinking is applied to pairs of solutions (X1,X2), where X1 is
the locally optimal solution, obtained through local search, and
X2 is randomly chosen from a pool of at most MaxElite elite solu-
tions found along the search process. Such pool is originally empty.
Each locally optimal solution obtained during the local search can
be considered as a candidate to be inserted into the above pool
only if it is different (by at least one link utilization in one route)
from every other solution already present in the pool. If the pool
already contains MaxElite solutions and the candidate is better
than the worst of them, then the former replaces the latter. Other-
wise, if the pool is not full, the candidate solution is simply inserted
into it. This procedure is iterated until no further change in the
pool occurs. Such type of intensification can be done in a post-opti-
mization phase (by using the final elite solutions pool), or period-
ically, during the optimization process (by using the current elite
solutions set). When path-relinking is used in a post-optimization
phase, the local search procedure is applied to each elite solution
when no further occurs change in the elite set, since the solutions
produced by path-relinking are not always local optima. All the lo-
cal optima found during local search are candidates for insertion
into the elite set. The entire post-optimization process is repeated
until changes occur within the elite set. In detail, our path-relink-
ing algorithm starts by computing the symmetric difference
d(X1,X2) between X1 (the initial solution) and X2 (the guiding solu-
tion), resulting in the set of re-routing actions, which should be ap-
plied to the first one to reach the other. Then, by starting from the
initial solution, the best topology change still not performed is ap-
plied to the actual solution, until the guiding one is reached. The
best solution found along this trajectory is also considered as a
candidate for insertion in the elite pool. Since the neighborhood
of the initial solution is more carefully explored than that of the
guiding one, starting from the best of them gives to the algorithm
a much better chance of investigating in more details the neighbor-
hood of the most promising solution [22]. Path-relinking can be ap-
plied to a pure GRASP procedure in a straightforward manner, as it
can be seen in the integrated GRASP/Path Relinking algorithm re-
ported in Fig. 4.

First, the set of elite solutions E and the best solution X* are ini-
tialized to the empty sets (lines 1–2) and E is built by including the
solutions from the first MaxElite iterations (lines 9–10). After that a
standard GRASP iteration produces a local optimal solution X00

(lines 3–5), the PathRelinking procedure is called (line 7). Then, a
function UpdateElite is called (line 8) in which the elite pool is pos-
sibly updated. The solution returned from path-relinking is in-
cluded in the elite pool if it is better than the best solution in E

or if it better than the worst and is sufficiently different from all
elite solutions [37]. Finally, the optimal solution is updated if nec-
essary (lines 12–14).

4. Complexity analysis

Let’s now examine the computational complexity of the above
GRASP-based optimization framework. We consider a network

with n nodes and up to kmax wavelengths on each of the m fiber
links in which P connection requests have already been routed
on the existing lightpaths. First, we remark that the computational
complexity associated to the re-routing of a single connection in
the construction phase of each solution is given by the routing
algorithm used, in our case the traditional Shortest Path First
(SPF) algorithm (O(m � kmax � logn) by using a priority queue with
a Fibonacci heap in the implementation of the Dijkstra algorithm).

The computational complexity of the GRASP procedure can be
calculated by summing, for each iteration, the complexity of all
its component procedures (in the following indicated as hProce-
durenameiC) and is given by

GraspProcedureC ¼ O MaxIter � ðBuildSolutionC þ LocalSearchCð
þ ObjectiveFunctionCÞÞ ð14Þ

In the BuildSolution procedure, the initial sorting of the list L costs
O(PlogP), the while cycle repeats P times its body that consists of
MakeRCL and RandomSelect that are constant time operations O(1),
a SPF routing O(m � kmax � logn) and a partial reordering that may
be reduced to a simple optimized update with a worst case cost
of O(n � logn), because we know exactly what are the elements
whose value may only decrease. So, the complexity of the BuildSo-
lution procedure is given by

BuildSolutionC ¼ OðSortingC þ P � ðMakeRCLC

þ RandomSelectC þ RoutingC þ UpdateCÞÞ
¼ OðP � log P þ P � ð2kþm � kmax þ n � log n

þ n � log nÞÞ
¼ OðP � log P þ P � ðm � kmax þ n � log nÞÞ ð15Þ

The LocalSearch procedure repeats P times its cycle that consists of a
release operation, a route SPF algorithm O(m � kmax + n � logn) and
one evaluation of the objective function. The release operation has
to free the bandwidth on all the links crossed by the connection,
that may be n � 1 in the worst case for a network without cycle
paths, so it costs O(n). The objective function has to evaluate the
bandwidths on the network’s edge, thus it costs O(m � kmax) in the
worst case. Thus, the computational cost of the LocalSearch proce-
dure is

Fig. 4. GRASP with path-relinking re-optimization algorithm.
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LocalSearchC ¼ OðP � ðReleaseC þ RouteC

þ ObjectiveFunctionCÞÞ
¼ OðP � ðnþm � kmax þ n � log nþm � kmaxÞÞ
¼ OðP � ðm � kmax þ n � log nÞÞ ð16Þ

Consequently, the overall GRASP procedure costs:

GraspProcedureC ¼ OðMaxIter � ðBuildSolutionC

þ LocalSearchC þ ObjectiveFunctionCÞÞ
¼ OðMaxIter � ðP � log P þ P � ðm � kmax þ n

� log nÞ þ P � ðm � kmax þ n � log nÞ þm

� kmaxÞÞ
¼ OðMaxIter � ðP � log P þ 2P � ðm � kmax þ n

� log nÞ þm � kmaxÞÞ
¼ OðMaxIter � ðP � log P þ P �m � kmax þ P

� n � log nÞÞ ð17Þ

For typical topologies and traffic values (e.g. n = 30, P = 3000),
n � logn is the dominant factor with respect to log P as, even in
the case in which P is much greater than n, the logarithm function
will weight very little its argument while the dominant factor will
be the multiplicative n (in the example, 30 � log30 = 44.3,
log3000 = 3.5). Thus the worst case complexity of the whole opti-
mization process may be simplified as

OðMaxIter � P � ðm � kmax þ n � log nÞÞ: ð18Þ

As we have illustrated, the GRASP re-optimization is based on an
iterative improvement process (represented essentially by the Max-
Iter factor) whose computational complexity may be high for large-
scale RWA/grooming networks [38]. Parallel local search algo-
rithms, when applicable, are an effective way to cope with this
problem. According to an iteration decomposition principle, the
search iterations can be partitioned into several threads and the
main procedure run in each of them in parallel. In our GRASP-based
approach, the MaxIter iterations may be easily distributed among
the network nodes and run in parallel, thus cooperating to imple-
ment the integrated RWA mechanism within the network control-
plane logic (following the so called multiple-walk independent-
thread strategy, based on distributing the GRASP iterations over
the available processors, that in our case are the switching nodes).
Each processor works on an independent copy of the problem data,
and has an independent seed to generate its own pseudorandom se-
quence number. Clearly, each processor must base its work on a dif-
ferent pseudorandom sequence, to avoid the same solutions to be
found by each of them. A single global variable, whose value can
be kept synchronized between all the processors through proper
message passing, is required for storing the best solution found
by all the participating processors. Here, the communication among
the different processors running the GRASP iterations in parallel is
limited to the random seed and to the current best solution found.
One of the processors acts as the master, by generating the random
seeds to be used on each processor, reading and distributing the
problem data and the iterations, and finally collecting the best solu-
tion found by each computing node. Since all the iterations are com-
pletely independent and very little information is exchanged
between the participants, linear speedups can be easily obtained
provided that no major load imbalance problems occur. To further
improve load balancing, the iterations may be uniformly distributed
over the processors according to their demands. From extensive
simulations, it has been observed that a typical value is MaxIt-
er = 30, that is in line with the mean number of network nodes in
MAN/WAN network. In general, if we assume that each processor

core runs one search thread, the computational complexity of the
parallel GRASP procedure is decreased to

OðP � ðm � kmax þ n � log nÞÞ ð19Þ

The time evaluation tests we conducted have showed that it is an
affordable time complexity for a single processor thus confirming
the feasibility of such approach. Parallel implementations of GRASP
may also be used in conjunction with path-relinking. In the multi-
ple-walk independent-thread implementation described by Aiex
et al. [24], each processor applies path-relinking to pairs of elite
solutions stored in a local pool. The OSPF opaque Link-State Adver-
tisement (LSA) mechanism can be easily used to transport synchro-
nization information between the cooperating nodes.

5. Performance evaluation and considerations

In this section, we examine the performance of our new algo-
rithm with an extensive simulation study, by working on several
real network topologies, with and without the continuity con-
straint (i.e. wavelength converters supported or not). The simula-
tion details together with the most interesting results and
observations emerged from the experiments have been reported
in the following paragraphs.

5.1. The simulation environment

In order to evaluate the performance of the proposed hybrid on-
line/offline routing framework we realized a simple and very flex-
ible ad hoc optical network simulation environment written in Java
in order to take advantage of its extensibility, ease of modifiability,
portability and strict math and type definitions [39]. To allow us to
perform a simple comparative analysis the above environment
supports discrete-event simulations in fiber/lambda switched net-
works for several well-known RWA algorithms, both Dijkstra
based, such as Minimum Hop Algorithm (MHA) and Shortest-Wid-
est Paths (SWP), or interference-based, such as Maximum Open
Capacity Algorithm (MOCA). It supports flexible definition and
modification of simulation parameters and configuration files to
define complex simulation test cases, allowing the creation of
new network topologies. Simulations have been performed on an
HP� DL380 Dual Processor (Intel� Xeon� 2.5 GHz) server running
FreeBSD� 4.11 operating system and Sun� Java� 1.4.2 Runtime
Environment by using several optical network topologies modeled
as un-directed graphs in which each link has a non-negative capac-
ity. In all the experiments, we used an incremental traffic model in
which connection requests, defined by a Poisson process, arrive
with a rate of d requests/s and are distributed on the available net-
work node according to a random-generated or predefined traffic
matrix. Thus, the session holding time has been set to be infinite
to enhance the effect of connection’s load on the network, that is,
each connection lasts through the entire simulation, letting the
network resources saturating more rapidly. This can be done since
dynamic connection releases do not adversely affect both the per-
formance and behavior of the whole RWA framework whose peri-
odic re-optimization steps are managed offline. The above choice
allowed us to make our tests under the worst-case conditions.

5.2. Results analysis

The results presented are taken from many simulation runs on
several network topologies with various GRASP parameter values
and an increasing number of connection requests varying from 0
to 1000. The GRASP parameters and bandwidth unit request values
used in our simulations are reported in Table 1.
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As can be seen from the previous table, 20 simulations per
topology were run. Each run has been repeated 10 times and the
average performance metric values have been calculated. We con-
sidered several values for the a parameter chosen from the set re-
ported in the previous table and tried out both the breadth and
depth search options in local search. Since the main objective of
our work is to efficiently address the problem of re-optimization
by maximizing the overall network resource usage and hence the
medium and long-term carriers’ revenues, we were interested in
demonstrating the efficiency of the proposed approach on a signif-
icant variety of real network topologies through a comparative
assessment between our hybrid framework based on Dijkstra SPF
for online routing associated to our GRASP-based re-optimization
algorithm, and an environment in which no re-optimization was
realized. Such assessment focused on their overall effectiveness
in term of request rejection ratio/blocking factor, network resource
usage optimization and time performances. We did not compare
our solution with other re-optimization proposals available in lit-
erature due to the peculiarity of our hybrid approach and hence
to the lack of comparable results obtained on the same network
topologies and traffic distributions. Accordingly, we studied the
re-optimization benefits for varying traffic demands and different
network layouts. We tried out different static, predefined, or ran-
domly generated traffic demand matrices on several network
topologies, both randomly generated and well-known, such as
NSFNET and GEANT2 (see Fig. 5) with the bandwidths for the links
ranging from OC-1 to OC-768 bandwidth units.

In our tests, each connection request was characterized by a
bandwidth demand ranging from OC-1 to OC-12 (622 Mbps) units.
We routed these connections using SPF routing. As the network
load grows, we continuously monitor the network efficiency ex-
pressed by the rejection ratio/blocking factor. When the connec-
tions demand exceeds the value of a fixed load threshold we
invoke the GRASP re-optimization. We then evaluate the re-opti-
mization gain, comparing the network loads that could be sus-
tained with or without re-optimization. We measured this gain,
at varying optimization thresholds, in terms of several quantities.
We computed the overall bandwidth gains as the difference (in
OC-units) between the total bandwidth available on the network
before and after re-optimization and we analyzed the objective
function behavior. We also observed the gains in terms of differ-
ence between the maximum number of additional end-to-end con-
nections that could be accommodated in the network with and
without performing re-optimization. For space limitations and re-
sults consistency, we show only the most remarkable results ob-
tained with the well-known NSFNET and GEANT2 networks. In
all the presented charts, to make the results more readable and
better highlight the evolution trends and properties of the ob-
served performance metrics, the plotted curves have been obtained
through polynomial interpolation on the sample observations ta-
ken before the beginning and at the end of each GRASP re-optimi-
zation step. For the first set of simulations we generated a random
demand matrix from all the available source-sink pairs. Next, the
network has been loaded by adding end-to-end connections,
whose arrival rate is proportional to the values reported for the
corresponding pairs in the demand matrix. In Figs. 6 and 7 we
show the results in terms of request rejection rate and number
of end-to-end connections gain obtained with the first set of sim-
ulations on NSFNET in which we used the breadth local search
and varying values of a = {0.5,0.2,0.8} respectively for tests T1,
T2 and T3. The simulation without re-optimization is simply indi-
cated with SPF in the figure.

Here, the number of rejected/accepted requests (Y axis) is re-
ported against the number of total generated connection requests
(X axis). By looking at the variations in rejection rate as the net-
work was loaded with an increasing number of connections, we
can note that, without re-optimization, the network starts reject-
ing connections much earlier (while the re-optimization approach
starts rejecting at about 400 connections) and a substantial and
slightly increasing gain can be constantly observed throughout

Table 1
Simulations performed and parameters used.

Parameters NSFNET/GEANT2

Number of connections Varying from 0 to 1000 (step 100) 50%
before and 50% after re-optimization

Random generated bandwidths
(OC-unit)

{1,3,12} with different distribution
probability

MaxIter 30
a {0.2, 0.5, 0.8}
Local search Breadth and depth local searches
Number of simulations 20 simulations run per topology; each

simulation repeated 10 times
Measurements Blocked connections with and without

re-optimization Objective function gain
Freed OC-units

Fig. 5. Sample network topologies used in simulation.
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the experiment also when the load and hence rejection rate in-
crease toward the total network saturation.

Fig. 7 shows the variation in bandwidth gain with increasing
network load. The gain starts with a rapid growth and diminishes
(dramatically for some a values) after around 50% of the load re-

gion; it then restarts increasing and then it progressively de-
creases, once a local maximum around the 75% of the load is
reached, according to an alternate/elastic behavior very common
in traffic-related phenomena [40]. The same swinging behavior
can also be observed, even if much smoothed, in the above Fig. 6

Fig. 6. NSFNET simulation results: blocked connections and re-optimization accepted requests gains.

Fig. 7. NSFNET simulation results: bandwidth gains in OC-units.
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connection gain curves. The reason for this can be attributed to the
reduced flexibility in moving existing paths to other routes be-
cause of the periodical reduction in links’ spare capacities. This
observation suggests that, in a dynamic lightpath routing scenario,
the re-optimization procedure should be invoked before the net-
work load reaches 50% (or some other value, dependent on the net-
work specific characteristics). Waiting for the first request to be
blocked before attempting re-routing might be too late and reduce
the overall efficiency of the re-optimization process. The second set
of simulations experiments analyzes the sensitivity of the re-opti-
mization scheme with respect to variations in network topology
(and hence link bandwidth) for a fixed demand matrix. Here, the
connection requests are distributed on all the network nodes
according to the probability distribution obtained from the traffic
matrices given in [41] for NSFNET and in [42] for GEANT2, where
traffic volumes have been scaled proportionally to the traffic distri-
bution. In Figs. 8 and 9 we show the results obtained with the sec-
ond set of simulations on GEANT2 in which we used the depth
local search and varying values of a = {0.5,0.2,0.8} respectively
for tests T4, T5 and T6. The simulation without re-optimization is
simply indicated with SPF in the figure.

When observing the variations in both connections and avail-
able bandwidth gain as the network topology changes towards a
more connected mesh with higher capacity links (for this sake
we can compare the NSFNET and GEANT2 behaviors respectively
shown in Figs. 6–9) we can evidence a certain progressive decline
in the gain increasing with the network size. This effect highlights
that re-optimization algorithms are more efficient in finding good
solutions in narrower networks with fewer resources available,
since networks with a larger number of links and more capacity
have in general less potential for offline reconfiguration gain, as
even simple online routing schemes can easily produce acceptable
solutions under a physiological load. In fact, in a lightly loaded net-
work, with a lot of available links and capacities, the re-optimiza-
tion effect allows the admission of only a few additional

connection requests while, in an overloaded network, where re-
source become scarce, the number of additional connections that
can be routed on a re-optimized logical topology greatly increases.
This behavior is due to the fact that when there is plenty of connec-
tivity resources the number of connections rejected by traditional
routing algorithms such as SPF greatly increases, so that any re-
optimization strategy – assumed to work on the same traffic ma-
trix – has a much larger potential to satisfy the requests that were
previously rejected.

We observe from both Figs. 6 and 9 that the best results in
terms of bandwidth and connection gains have been obtained
by working with a good balance between greediness and random-
ness (T1, T4 with a = 0.5), in which gains follow a more linear
trend, whereas an almost greedy or random selection process
(respectively T2, T5 with a = 0.2 and T3, T6 with a = 0.8) exhibits
a sinusoidal-like behavior due to the myopic choices done by the
use of a too small or too large RCL. Obviously, a linear trend is
much preferable with respect to a non-linear one as it achieves
better average results in terms of higher bandwidth gains and
lower blocking probability. Similar results have been obtained
in breadth and depth local searches, showing that local optima
may be reached in both procedures thanks to the robust approach
of the Greedy meta-heuristic. Finally, in Fig. 10 we plotted the
average re-optimization times for the execution of the illustrated
tests referred to the parallel implementation of the Grasp proce-
dure. The results have been obtained by running one search
thread on each network node and measuring the starting and
ending times. Resulting times have been averaged by the number
of nodes and reported in Fig. 10 against the number of connection
requests. Communication times among nodes have not been con-
sidered in the measurement. As we can see, even in GEANT2,
which is a more complex network than NSFNET, the computa-
tional times are all below the 1 s threshold which is an affordable
delay time for a network [2]. Consequently, the proposed
re-optimization strategy is suitable to be implemented on a

Fig. 8. GEANT2 simulation results: blocked connections and re-optimization accepted requests gains.
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frequent basis, also in a production network, before the network
gets totally saturated, so that an acceptable degree of efficiency
and service continuity is ensured until it is possible, also at higher
loads.

6. Conclusions

Dynamic demands and topology changes caused by the addi-
tion/deletion of new links and/or capacity, together with online

Fig. 9. GEANT2 simulation results: bandwidth gains in OC-units.

Fig. 10. GEANT2 and NSFNET simulation results: re-optimization times.
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routing decisions made on a best-of-now basis, without knowledge
of the lightpaths to be set-up in the future, cause the wavelength
routing logic to behave sub-optimally, thereby creating opportuni-
ties for improvements in network bandwidth efficiency. Lightpath
topology re-optimization seizes on these opportunities and offers
network operators the ability to better adapt to the network and
user requests dynamics. This is achieved by regularly (or upon a
particular event) re-routing the existing demands, temporarily
eliminating the drift between the current solution and the optimal
one that is achievable under the same conditions. Starting from the
above premises, we formulated a hybrid approach for integrated
online routing and offline reconfiguration of optical networks with
sub-wavelength traffic. The key feature of such a scheme is the
ability to maintain the network balanced through adaptive on-de-
mand re-optimization by ensuring that a sufficient capacity is kept
available between any ingress–egress pair so that the maximum
number of connections arriving to the network can be satisfied.
The overall focus of this work has been the balancing between
the reconfiguration cost (in terms of disturbance to the users’ con-
nections already deployed over the network) and a good and sim-
ple RWA and grooming solution. We defined a set suitable goals
and strategies for an integrated approach, and provided a formula-
tion of the re-optimization procedure based on an iterative refine-
ment process of multiple local search steps structured as a GRASP
meta-heuristic procedure. We also developed a heuristic strategy
that attempts to achieve minimal disturbance reconfiguration by
performing local reconfiguration and delaying as possible the need
for global reconfiguration. Furthermore, re-optimization would
only occur when needed (when the rejection ratio become unac-
ceptable and the potential savings from re-optimization exceeds
some threshold) or upon certain events such as when new links
are added or torn down. Simulation results show the notable mar-
gins of re-optimization achievable with our approach as well as the
time complexity feasibility in real networks such as NSFNET and
GEANT2. Rejection ratios of connection set-up requests decreased,
allowing more connections to be successfully routed, and band-
width gains have been observed in all the simulation runs. Besides,
we proposed an efficient parallel implementation of GRASP with
path-relinking that showed quite linear speedups in the number
of processors and such a strategy has been successfully applied
to greatly accelerate the proposed re-optimization scheme. In con-
clusion, the proposed re-optimization schema achieves prominent
improvements in network efficiency, with the consequent cost
savings.
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Abstract

Simulation seems to be the best available alternative
to the deployment of expensive and complex testbed
infrastructures for the activities oftesting, validating and
evaluating optical network control protocols and
algorithms. In this paper we present SimulNet, a
specialized optical network simulation environment
providing the foundation for the study and analysis ofthe
key control plane characteristics of wavelength-routed
networks. Such an environment would provide
researchers with an open framework for easily exploring
the evolving characteristics of WDM-routed technologies
which includes developing new protocol suites or
performing rapid evaluation and easier comparison of
results across research efforts.

Keywords: simulation, WDM-switching, RWA, axe

1. Introduction

Simulation plays an important role in network
protocol design, providing researchers with a cost
effective method to analyze and study the behavior of
proposed protocol models. Particularly, simulation
becomes an indispensable tool in WDM-based
transparent optical networking research, since it helps
researchers to quickly and inexpensively validate and
evaluate the performance of new protocols and
algorithms without the need of installing and managing
complex network testbeds that require very expensive
optical devices and communication infrastructures. In
fact, even on a fully featured testbed, not all algorithms,
mechanisms and protocols can be readily implemented,
tested and evaluated, because most of the available
optical network equipments are proprietary vendor
products featuring a very low degree ofprogrammability.
Implementing new control plane features and algorithms
on top of such proprietary equipment can be a very
tedious and difficult task, since it requires accessing,
controlling and programming the low level capabilities of
these devices. Unfortunately only a very limited number
of simulation tools are available for conducting research

related to different routing and wavelength assignment
algorithms (RWA), topology management (e.g. converter
placement algorithms), re-optimization, centralized and
distributed wavelength reservation schemes, and the
effect on RWA algorithms of inaccuracies in network
wide state information or physical-level impairments.
Furthermore, most of the available solutions are limited
in scope, difficult to use or not totally open. In many
cases, they have also been based on simulation models
designed specifically to cope only with a specific
problem. Since each of these solutions used their own
simulation platform, model and assumptions, it is
generally difficult to reuse existing protocol modules and
compare simulation results under a common assessment
environment. Our aim is to address these problems with
the introduction of a new simulation framework
developed specifically for the testing and performance
analysis of distributed dynamic RWA algorithms on
optical networks and also for optimization algorithms and
protocols validation. The framework we present, called
SimulNet, has been designed to be easy to use and
exhibits satisfactory performance also when simulating
large network topologies. It has been implemented
according to a modularized, platform-independent, and
extensible architecture and provides a useful baseline
library ofcommonly used RWA algorithms and signaling
schemes. We based our framework on a totally flexible
network model, supporting heterogeneous WDM
equipment, with or without wavelength conversion
capability, in which the number and type of lambdas can
vary on each link. It provides a fully dynamic and
configurable path selection scheme supporting sub
wavelength bandwidth allocation (grooming).
Furthermore, it allows simulations to be aware of all the
complexity, expensiveness, performance and resource
limitation constrains implicit in the various flavors of
optical switching devices, for example explicitly and
proportionally penalizing, when instructed to do so, all
the paths that require wavelength conversion. The
simulator has been successfully validated by
implementing some well-known algorithms, and
comparing the results with those available in literature.

* Sergio Ricciardi is PhD student at the Department ofComputer Architecture ofthe Technical University ofCatalonia (UPC), Jordi
Girona 3, 08034 Barcelona, Catalunya, Spain.
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2. Related work

At the state of the art, several simulation packages and
tools modeling optical network infrastructures are
available, but none of them totally provides the necessary
support and flexibility needed for the study and the
performance assessment of new routing, signaling and
wavelength management schemes on modem WDM
empowered networks. GLASS (GMPLS Lightwave
Agile Switching Simulator) [1], developed at NIST, is an
optical network simulation tool built on the SSFNET
Framework [2]. It supports many advanced features,
including GMPLS and QoS, and several optical failure
recovery schemes. Since GLASS is implemented in Java
it is easy to configure, modular and platform
independent. Unfortunately, its complexity adversely
conditioned its performance and hindered the
development of new routing schemes on this platform.
OWNS [3] is tool that is being used for research in the
optical network domain. It is built on the well known
mature foundation of the NS-2 [4] simulation
infrastructure with a set of additional optical WDM
extensions. Unfortunately, with these benefits it also
inherited some inconveniences of NS-2, such as bloated
code base, slow execution speed and large memory
footprint. Also, configuring and implementing any new
routing scheme or protocol requires extensive and careful
coding, because of the absence of a modular structure.
OWNS also lacks the feature set required for the
implementation of converter placement algorithms.
JAVOBS [5] is a set of flexible and configurable java
libraries dedicated to the simulation of Optical Burst
Switched (OBS) networks. It supports simulation of
various OBS schemes, reservation protocols and
scheduling algorithms, on any topology of reasonable
size. SimulNet can be considered quite similar to
JAVOBS as for the general simulation framework and
the configurability, with the fundamental difference that
while JAVOBS operates over OBS networks, SimulNet
is expressly designed to operate over wavelength
switched networks' control plane layer.

3. Basic Architecture

Simulation environments allow the user to predict the
behavior of a set of network devices on a complex
network, by using an internal model that is specific to the
simulator. Simulators do not necessarily reproduce the
same sequence of events that would take place in the real
system, but rather apply an internal set of transformation
routines that brings the simulated network to a final state
that is as close as possible to the one the real system
would evolve to. To accomplish this task, simulators
work on a model that contains all the relevant
information that must be observed, while abstracting

978-1-4244-4671-1/09/$25.00 ©2009 IEEE

irrelevant details, thus simplifying both the simulation
and the analysis of the network. This approach typically
allows the simulated network to scale well in size and
complexity, as irrelevant details may be totally abstracted
or represented in a simplified manner. Thus, the
simulator can be used to manage also complex networks
with hundreds or thousands of network elements and
wavelengths, while greatly reducing the probability of
introducing programming bugs. The drawback is that the
simulated devices may have limited functionalities and
their behavior may not closely resemble that of real
world devices. This is the reason why both the
parameters to be represented or abstracted in the model
and the representation detail must be carefully chosen.
An excessive degree of sophistication in the simulation
environment is often the cause of a limited flexibility in
configuration and introduction of new functional
modules, and in general heavily taxes both the runtime
performance and the ease of use. In fact, the real
objective of a simulation is to make available a
sustainable and effective model of the involved system
that is sufficiently accurate to reliably analyze and
evaluate only the specific set of properties of the system
that are under observation. Furthermore, simulation
results are easier to analyze than experimental ones
because important information at critical points can be
easily logged to help researchers in diagnosing the
network behavior. Starting from these premises, the
proposed simulator architecture has been designed
according to a fully modular scheme, to accommodate
most of the control-plane specific characteristics of
wavelength-routed network and provides a useful set of
network traffic generators. The simulator models optical
fibers and wavelengths individually for each link, thus
allowing maximum flexibility in the representation of
dissimilar networks. It also provides network utility
subroutines to configure, monitor, and gather results and
statistics about simulated networks. The resulting
framework provides great configuration flexibility in
topology definition (each node can or cannot support
conversion capability; the number and type of lambdas,
the associated maximum bandwidth and propagation
delay can be specific for each link) and enables easy
extension to introduce new features, not only in terms of
RWA and grooming algorithms but also allowing other
aspects of the simulator to be customized or expanded if
desired in the future. The whole framework has been
designed as an object-oriented application in which all
functional entities are implemented by individual objects
or modular entities interacting with each other. Each
object can contain or refer to other objects for the
composite identification of an operation. Objects can also
be abstracted and encapsulated to facilitate extension. For
example, if a new optical node type or new RWA
algorithm in the simulator is needed, it can be
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conveniently added by extending the existing network
device object or RWA algorithm object. The key
components of the simulator can be divided into physical
layer abstractions, such as optical switching devices and
multi-wavelength fiber links, and logical layer modules
working upon them, such as the RWA simulation engine
and the traffic generation module, which together create
and maintain the virtual topology.

3.1. Modeling the physical layer

The OXC object models the various types of
switching nodes that constitute the Transport Plane of the
simulated optical network. OXCs are responsible for
switching traffic from an incoming fiber/wavelength pair
(or electrical link) to an outgoing one. The necessary
mapping information is maintained in a special internal
table, called the switching matrix, which the OXC looks
up before accomplishing each switching operation.
According to their routing, traffic grooming and
wavelength conversion capabilities of their interfaces,
OXC objects can be used to model both hybrid optical
routers, add and drop multiplexers or pure wavelength
routers, operating in transparent or opaque mode. They
provide wavelength routing & switching, wavelength
conversion, fiber/port switching, waveband switching
and regeneration. The simulated optical switching
functions are supported in either transparent optical
switching architecture or in the opaque one with O-E-O
conversions. According to the underlying architecture the
lambda conversion/switching capabilities may have
different limitations, such as the number of converters in
an OXC and the range of conversion. Each fiber features
an independent WDM capability, i.e. consists of several
wavelengths and the actual number of wavelengths is a
parameter that can be configured for each fiber.
Moreover, within each fiber strand connecting a couple
of OXC objects there is one additional virtual link
representing the dedicated communication channel
needed to convey control plane traffic.

3.2. The RWA engine

The RWA simulation engine that is the heart of our
framework is composed of two components: routing
module and wavelength assignment module.

3.2.1. Routing. The routing module supports the
dynamic creation and deletion of unidirectional
lightpaths by determining the routes needed to establish
such paths in the current network topology and with the
available resources. It maintains two distinct views of the
network - the physical and the virtual topology 
represented as multi-graphs in which each edge
corresponds to an individual channel (wavelengths), each
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fiber can support multiple channels, and there can be
more than one fiber connecting the same pair ofnodes.

The physical topology represents the real network
infrastructure where every link between adjacent
switching nodes and its resources (wavelengths and
bandwidths) and conversion capabilities are catalogued.
The virtual topology represents the current network
status, dynamically modified during the creation of
lightpaths. Multiplexing and demultiplexing wavelengths
is simulated implicitly in the virtual topology forwarding
plane. The simulator switching logic within the RWA
engine will ideally bridge the incoming wavelength and
outgoing wavelength to set up lightpaths. In a
configurable manner, lightpath set-up is realized either
first on existing available lightpaths (according to a best
fit strategy in case there are several lightpaths satisfying
the connection request), or directly executing the RWA
algorithm without consulting the lightpath allocation
tables. In the current implementation, the RWA engine
already provides some basic predefined algorithms, such
as Dijkstra shortest path algorithm/Minimum Hop
Algorithm (MHA), Shortest Widest Path Algorithm
(SWP), MINimum Residual Capacity algorithm
(MinRC), k-shortest path algorithm and Minimum
Interference Routing Algorithm (MIRA) [6][7][8].

3.2.2. Wavelength Assignment. The wavelength
assignment module is responsible for selecting the
wavelengths needed for lightpath creation. Our simulator
supports optional wavelength conversion capability on
each OXC. Also, channel allocation is done separately
for each link. Up to 64 wavelengths can be used for
transmission between network elements. More than one
wavelength channel can be assigned between two
network elements depending on traffic demands.
Wavelength reuse is employed when possible. Most of
the predefined algorithms of our RWA engine treats
routing and wavelength assignment as a single joint
problem, that is they search paths for connection requests
considering both the routing and the wavelength
assignment activities at the same time. Nevertheless, our
simulator supports also disjoint RWA, in which the
above activities are managed as two distinct problems.
First the routing algorithm finds a suitable path for the
connection in terms of available fibers between source
and destination nodes; then, the wavelength assignment
procedure provides wavelength assignments according to
a specific criterion aimed at optimizing some resources.
Different wavelength assignment algorithms have been
implemented: frrst-fit, most-used/pack, least-used/spread,
random allocation, round robin. With the first-fit
algorithm, the first available wavelength is chosen,
causing the wavelength with the smallest index to be
chosen more often. The most-used/pack algorithm selects
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the available wavelength which is currently utilized on
the largest number of fibers, thus preserving the
maximum number of different wavelengths for future
requests that may have the wavelength continuity
constraint; analogously, the least-used/spread algorithm
selects the available wavelength which is currently
utilized on the smallest number of fibers, thus trying to
balance the load on the network. The random rule
distributes the connection traffic randomly so that
average wavelength utilizations are balanced. In the
round robin allocation scheme wavelengths are indexed
and assigned in a circular manner, thus maximizing the
use of all the available wavelengths in the network in
order to minimize the blocking probability due to
wavelengths unavailability. Finally, the bandwidth on a
wavelength can be divided into smaller sub-rate
capacities called sub-wavelength units, to be assigned to
specific end-to-end connections. A connection request
can demand one or more sub-wavelengths to a maximum
of the whole available bandwidth supported on a specific
wavelength, by performing traffic grooming from
properly capable devices. Our simulation environment
supports both single-hop and multi-hop grooming
capability [9]. Single-hop grooming will be only possible
on end-to-end connections realized on a single
wavelength. On the other side, multi-hop grooming offers
maximum flexibility in allowing sub-wavelength
allocation across multiple chained lightpaths or single
lightpaths built on multiple wavelengths (when the
continuity constraint is relaxed). Clearly our network
model allows the RWA algorithms to be aware of the
different cost and complexity of the two mechanisms.

3.2.3. Signaling. The simulated control plane signaling
logic is based on a reverse path reservation model that
can be viewed as a simplified subset of RSVP-TE. The
connection setup procedure is divided into two phases:
downstream and upstream. During the downstream
phase, each of the OXC nodes determines whether the
required destination is reachable and there are enough
resources to accommodate the new connection. As soon
as the RWA engine determines on each node both the
outgoing fiber and a wavelength with adequate
bandwidth resources, it temporarily allocates them by
adding a new record on the switching matrix for the new
connection. At this instant, the setup is still incomplete,
and therefore the switching matrix record is flagged as
provisionally reserved and cannot yet be used by the
OXC. At each step, the involved node passes the request
to the downstream OXC object. If there is no
fiber/wavelength acceptable for routing the current
request or the available bandwidth is inadequate, the
node rejects the requests and sends a response back to the
source. The upstream phase starts as soon as the request
reaches the egress node of the connection that
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acknowledges it along the same path. During this phase,
when any node receives an acknowledge from its
downstream node, it permanently allocates the resources
reserved during the downstream phase, and modifies the
switching matrix to activate the switching record for the
new connection. As soon as the acknowledge is received
by the ingress node, the connection is established and the
new lightpath is modeled as a new direct edge in the
virtual topology multi-graph, henceforward called cut
through edge (see [9]), with the capacity set to the
difference between the minimum capacity on all the
edges belonging to the lightpath and the fraction of the
link bandwidth required by the involved connection
request. A cut-through edge can be used in any path
selection operation and thus can participate in one or
more groomed paths as a single virtual edge (a single hop
at the IP layer). When an established lightpath is tom
down because the last connection occupying it is ended,
the cut-through edge is removed and the edges in the
extended graph corresponding to the underlying physical
links are set back with full capacity. This schema allows
to flexibly model nearly any network topology and to
consider node conversion capabilities, wavelength
availability and residual bandwidth per logical link at the
IP layer. Each new connection request can be routed over
a direct lightpath modeled as a single cut-through edge in
our multi-graph, or over a sequence of lightpaths (a
multi-hop path at the IP level, where each hop can be a
lightpath), if it crosses lambda-edge or routers as well
that will link together lightpaths.

3.3. The traffic generation module

For each given WDM network topology, the traffic
generator module randomizes source and destination
pairs according to a uniform distribution or a user
provided traffic matrix. Thus, traffic, expressed as the
arrival of new connection request, may flow between any
source-destination pairs. Along its path, each connection
will require some amount of the sub-wavelength units
according to its bandwidth requirement. If the
requirement of a call cannot be fulfilled when it arrives,
the request will be blocked. The probability that a new
request will be blocked is, thus, an important indicator of
the overall efficiency provided by networks. Simulation
is a rather indispensable method to estimate the blocking
probability, as well as other network performance
parameters. In large optical networks, call blocking
probabilities may be rare events due to the large capacity
of the network or a very low request arrival rate. In such
cases, standard simulation may require an extremely long
runtime, and usually incurs in large relative errors.
Connection requests may arrive or be torn down at any
moment during the simulation. We developed a session
traffic source object which generates three types of
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traffic, namely defined by a Poisson, exponential on/off
and Pareto distribution with different average bit rate per
wavelength. In particular, the Poisson distribution is a
very good model for human requested end-to-end
connections (i.e. semi-permanent virtual circuits)
whereas the Pareto one is very useful for modeling
typical Internet traffic-driven activity. In order to get
more confidence in the simulation results, we provide the
possibility to run multiple simulations on the same
network with the same algorithm and parameters and
eventually get the average result values.

4. Implementation details

of design patterns. The simulator also includes an
intuitive graphic user interface (GUI) allowing flexible
definition and modification of network topology and
simulation parameters; a versatile configuration language
is used to define complex simulation environments. The
configuration file structure mainly consists of the
physical topology information, such as nodes and links,
and the source/destination enabled nodes and their
propertie s in terms of bandwidth range, its distribution
and related parameters. After execution of the simulation
a detailed trace file is generated which shows the exact
timing of the important events that have occurred during
the course of simulation with the relevant details.

10ad (thousands of Connection requests)

Figure 1. Average rejection ratio on NSFNet.
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We can immediately observe from the above Fig. 1
the behavior, in terms of rejection ratio under increasing
load, of some test RWA algorithms that closely matches
several results available in literature (e.g. [10)). We also
tested reliability of our simulator over variable network
spacing from ring to full-mesh topology, as in [5] (see
Fig. 2). Starting from a simple 8 nodes ring network with
8 fiber links and 32 wavelengths per link, new links are
added stepwise up to reach 32 links. At each step, either
the number of wavelengths on each link (series #1) or the

In order to validate the simulator, we ran many
simulations based on well-known algorithms on both test
network topologies and real networks such as NSFNet
and Geant2, that have all been successfully modeled and
tested. As performance measures, both throughput and
blocking probability have been adopted. Figure I shows
the blocking probability for NSFNet network topology
with various known RWA algorithms.

I .---,.------,-----,----,---,---,.------,-----,----,------,

The simulator architecture has been realized in
modular form. This design choice stems from the nature
of the problem and of the networks to be modeled. Each
module is implemented as a collection of cooperating
objects and each network component is represented by a
separate object characterized by its own attributes and
methods. A small number of parameters can be easily
determined from simulation for nondestructive
measurements. Objects and modules have been used as
the building blocks of the whole simulation program. All
objects have been designed in unified modeling language
(UML), and implemented in Java. UML enabled to show
the block diagram of the simulator as well as the
simulation flow and the interaction among objects. Java
has been chosen in order to take advantage of its object
oriented paradigm, great extensibility, ease of
modifiability, portability, and object serialization (to
checkpoint out simulations). Besides, Java provides also
the garbage collector that automatically frees the unused
memory, thus simplifying the code and optimizing
memory occupation. The simulator can run on
workstations with the Java Virtual Machine, e.g. MS
windows or various UNIX machines. The simulator
builds a model of the network in the multi-graph object,
which is the main object representing the network
topology; it is made up of the sets of nodes, fibers, and
edges (initially each edge corresponds to a single
wavelength). There is also the set of the paths currently
routed in the network that grows up as the connection
requests are honored. Besides there is a set of support
objects build up and maintained for efficiency sake: these
objects comprise indexes, vectors and matrices that have
proven to speed up the computational time of the
simulations. Each object has been designed keeping in
mind efficiency, usability and flexibility. Abstract objects
are used to uniform interfaces and are extended and
instantiated as concrete objects representing real network
elements. Object oriented encapsulation, inheritance and
polymorphism have been exploited thanks also to the use
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wavelength transport capacity (series #2) is decreased in
order to keep constant the network transport capacity,
thus obtaining two series of test networks, as in Table 1.

for optical network simulations.

6. Conclusion

Figure 2. Ring to Full-Mesh test networks topologies.

Test series #1: ;. varying, OC-unit constant
Test network 1 2 3 4
Fiberlinks 8 16 24 32
A. per link 32 16 10 8

OC-unit per A. 24/48 24/48 24/48 24/48

Test series #2: ;. constant, OC-unit varying
Test network 1 2 3 4
Fiberlinks 8 16 24 32
A. per link 4 4 4 4

OC-unit per A. 768 384 256 192

Simulators have proven to be an indispensable tool for
the study of the rapidly evolving optical networks
technologies. In this paper we have presented SimulNet,
a flexible simulator for WDM-routed networks. SimulNet
has been expressly realized for the design and the
evaluation of both RWA and optimization algorithms as
well as for the validation of signaling protocols and
scheduling schemes. SimulNet has shown good
flexibility in managing even complex networks and has
exhibited accuracy of simulations results and satisfactory
performances, making it an useful tool for the optical
network research community.
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As expected, better performances are achieved with a
good balance between the number of channels
(wavelengths) and transport capacity (OC-unit) on each
channel. The first network is penalized because of the
few links between node pairs, while the last because of
either the small number of wavelengths per link (series
#1) or the low transport capacity (series #2). Comparing
the results of tests over known real networks and the
effects of varying wavelengths and traffic load for
different network topologies, we can conclude that our
simulator is implemented properly and could be useful

The Dijkstra shortest path routing has been used to
route connection requests having a bandwidth
requirement between I and 12 OC-units and uniform
distribution between source/destination nodes is
assumed. The results are shown in Fig. 3.

1.----------------------,

978-1-4244-4671-1/09/$25.00 ©2009 IEEE 286



I. Tomkos et al. (Eds.): BROADNETS 2010, LNICST 66, pp. 534–547, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Energy-Oriented Models for WDM Networks 

Sergio Ricciardi1, Davide Careglio1, Francesco Palmieri2,  
Ugo Fiore3, Germán Santos-Boada1, and Josep Solé-Pareta1 

1 CCABA, Universitat Politècnica de Catalunya, Barcelona, Spain 
2 DII, Seconda Università di Napoli, Aversa (CE), Italy 

3 CSI, Università di Napoli Federico II, Naples, Italy 
{sergior,careglio,german,pareta}@ac.upc.edu,  

{fpalmier,ufiore}@unina.it 

Abstract. A realistic energy-oriented model is necessary to formally 
characterize the energy consumption and the consequent carbon footprint of 
actual and future high-capacity WDM networks. The energy model describes 
the energy consumption of the various network elements (NE) and predicts their 
energy consumption behavior under different traffic loads and for the diverse 
traffic types, including all optical and electronic traffic, O/E/O conversions, 3R 
regenerations, add/drop multiplexing, etc. Besides, it has to be scalable and 
simple to implement, manage and modify according to the new architecture and 
technologies advancements. In this paper, we discuss the most relevant energy 
models present in the literature highlighting possible advantages, drawbacks 
and utilization scenarios in order to provide the research community with an 
overview over the different energy characterization frameworks that are 
currently being employed in WDM networks. We also present a comprehensive 
energy model which accounts for the foreseen energy-aware architectures and 
the grow rate predictions which tries to collect the main benefits of the previous 
models while maintaining low complexity and, thus, high scalability. 

Keywords: Energy-oriented models, evolutionary energy-aware WDM 
networks. 

1 Introduction 

It is now held as a scientific fact that humans contribute to the global warming of 
planet Earth through the release of carbon dioxide (CO2), a Green House Gas (GHG), 
in the atmosphere. Recently, the carbon footprint of ICT was found to be comparable 
to that of aviation [1]. It is estimated that 2-3% of the CO2 produced by human activity 
comes from ICT [2][3] and a number of studies estimate an energy consumption 
related to ICT varying from 2% to 10% of the worldwide power consumption [4]. It is 
worth to mention for example that Telecom Italia and France Telecom are now the 
second largest consumer of electricity in their country [5][6] and British Telecom is the 
largest single power consumer in the UK [7]. 

The reduction and optimization of energy consumption are among the main goals 
of the European Union (EU). The EU in fact is encouraging the ICT sector to reduce 
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its carbon footprint in a drive to drastically reduce Europe's overall carbon emissions 
by 2020 setting its ambitious 20/20/20 goals: cutting its annual consumption of 
primary energy by 20% and increase the production of renewable energy to a share of 
20% by 2020 [8]. Recent initiatives gathering major IT companies started to explore 
the energy savings and green energy usage in network infrastructures. For example, 
Telefonica commits to reducing 30% its network energy consumption by 2015 [9]. 

In the current telecommunications networks, the vast majority of the energy 
consumption can be attributed to fixed line access networks. Today, access networks 
are mainly implemented with copper based technologies such as ADSL and VDSL 
whose energy consumption is very sensible to increased bitrates. The trend is to 
replace such technologies with mobile and fiber infrastructure which is expected to 
increase considerably the energy efficiency in access networks. Such ongoing 
replacement is moving the problem to the backbone networks where the energy 
consumption for IP routers is becoming a bottleneck [10][11]. In Japan it is expected 
that by 2015, IP routers will consume 9% of the nation's electricity [12]. 

In such a new environment, the development of more accurate cost models which 
include the energy consumption factor for both the deployment (Capex) and the 
maintenance (Opex) of network infrastructures is fundamental. In this paper, we 
discuss the most relevant energy models present in the literature highlighting possible 
advantages, drawbacks and utilization scenarios in order to provide the research 
community with an overview over the different energy characterization frameworks 
that are currently being employed in WDM networks. 

This article is structured as follows. Section 2 introduces the energy related 
problems and the possible energy-efficient and energy-aware solutions. In Section 3, 
we illustrate the energy-aware architectures on which the energy models are currently 
based. Section 4 discusses the three main energy models present in the literature. 
Section 5 illustrates real power consumption models for router architectures with 
different scaling factors. In Section 6 we present our comprehensive energy model for 
WDM networks. Finally, Section 7 summarizes the conclusion of this article.  

2 Background 

Increasing the energy efficiency of the different equipment, operations or processes 
constituting a network infrastructure is not the ultimate solution, as argued in the 
Khazzoom-Brookes postulate [13]: “increased energy efficiency paradoxically tends 
to lead to increased energy consumption” (a phenomenon known as the Jevons 
Paradox or rebound effect as well). In fact, an improvement of the energy efficiency 
leads to a reduction of the overall costs, which causes an increase of the demand and 
consequently of the energy consumption overtaking hence the gained offset. 

It is safe to say that a paradigm shift is required in the network in order to sustain 
the growing traffic rates while limiting and even decreasing the power consumption. 
In order to overcome the rebound effect, it is necessary to adopt the carbon neutrality 
or, when available, the zero carbon approach. In carbon neutrality, GHG emitted by 
legacy (dirty) energy sources (e.g. fossil-based plants) are compensated – hence, 
neutrality – by a credit system like the cap and trade or the carbon offset [14]. In the 
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zero carbon approach, renewable (green) energy sources (e.g. sun, wind, tide) are 
employed and no GHG are emitted at all. Clearly, green energy sources are always 
preferable with respect to the dirty ones as they limit (or avoid at all) GHG emissions, 
although renewable sources are variable in nature and their availability may change in 
time. In order to reduce the energy consumptions and contain the concomitant GHG 
emissions in the atmosphere, the two following measures have been identified: 

• Energy efficiency: refers to a technology designed to reduce the equipment 
energy consumption without affecting the performance, according to the do 
more for less paradigm. It takes into account the environmental impact of the 
used resources and constraints the computations to be executed taking into 
account the ecological and potentially the economic impact of the used 
resources. Such solutions are usually referred to as eco-friendly solutions. 

• Energy awareness: refers to an intelligent technology that adapts its behavior 
or performance based on the current working load and on the quantity and 
quality of energy that the equipment is expending (energy-feedback 
information). It implies knowledge of the (dirty or green) sources of energy 
that supply the equipment thus differentiating how it is currently being 
powered. Energy-aware solutions are usually referred to as eco-aware 
solutions. A direct benefit of energy aware techniques is the removal of the 
Khazzoom-Brookes postulate. 

To become a reality, green Internet must rely on both concepts and a new energy-
oriented network architecture is required, i.e. a comprehensive solution encompassing 
both energy-efficient devices and energy-aware paradigms acting in a systemic 
approach. The definition of a proper energy model to estimate and characterize the 
energy consumption of a network infrastructure is hence of primary importance. 
Nonetheless, due to its distributed character and wide diversity in network equipment 
types (routers, switches, modems, line cards, etc.), a direct estimation of network 
equipment power consumption is notoriously difficult. Several energy models have 
been proposed so far which try to emulate the different network elements (NEs) in an 
easy and comprehensive manner. 

3 Energy-Aware Architectures 

Current router architectures are not energy-aware, in the sense that their energy 
consumption does not scale sensibly with the traffic load. In [15] several router 
architectures have been analyzed and their energy consumptions under different 
traffic loads have been evaluated. Results show that the energy consumption between 
an idle and a heavily loaded router (with 75% of offered traffic load) vary only of 3% 
(about 25 W on 750 W). This happens because the router line cards, which are the 
most power consuming elements in a router, are always powered on even if they are 
totally idle. On the contrary, the energy consumption decreases to just 50% if the idle 
line cards are physically disconnected. Such a scenario suggests that future router 
architectures will be energy-aware, in the sense that they will be able to automatically 
switch off or dynamically downclock independent subsystems (e.g. line cards, 
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input/output ports, switching fabrics, buffers, etc.) according to the traffic loads in 
order to save energy whenever possible. Such energy-aware architectures are 
advocated both by standardization bodies and governmental programs [16] and have 
been assumed by various literature sources [15][17][18]. Our study will be therefore 
focused on such energy-aware architectures that can adapt their behavior, and so, their 
energy consumption, to the current traffic loads. The energy consumption of such 
architectures is made up of a fixed part (Φ), needed for the device to be turned on, and 
a variable part (ε), somehow proportional to the traffic load. It is precisely how the 
variable energy consumption scales with the traffic that differentiates the various 
energy models. In the following paragraphs, we present them in detail and discuss 
their major benefits and drawbacks. Note that in each model the power consumption 
starts from the fixed power consumption value Φ that represents the power necessary 
for the device to stay up (and idle). 

4 Energy Models 

Basically, three different types of energy models have been reported in the literature: 
 

1. Analytic energy models 
2. Experimental energy models 
3. Theoretical energy models. 

4.1 Analytic Energy Models 

Analytic energy models [18] take into consideration a number of parameters 
describing the NEs and provide their energy consumption by mean of a mathematical 
description of the network. The challenge of analytic energy models is to abstract 
irrelevant details while representing essential aspects in order to obtain a realistic 
characterization of the network elements energy consumption. Once an analytic 
model has been set up, it has the ability to describe the energy consumption of NEs in 
virtually any possible network configuration. Furthermore, as irrelevant hardware, 
software and configuration details may be totally abstracted or only partially 
represented, the analytic models have the ability to scale well with the network size. 
In fact, the abstraction and the generalization are the two key points of this kind of 
models. Anyway, analytic models have some drawbacks as well. What has to be 
represented in the model and what should instead kept out is a design choice that has 
to be carefully planned, as an excessive degree of sophistication may introduce 
unnecessary complexity and unwanted behaviors. Furthermore, the complexity degree 
of the modeled devices should resemble the real world devices as far as possible but it 
is not always possible to know the proprietary internal device architectures and 
hardware technical specifications. 

In [18] the authors propose an analytic energy model in the ILP formulations for 
energy-efficient planning in WDM networks. They identify three types of traffic: 
transmitting, receiving and switching traffic, though there is no difference between 
electronic and optical traffic. 
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4.2 Experimental Energy Models 

Experimental models [19][20][21][22][23]  totally rely on energy consumption values of 
real world devices. They consider the NEs energy consumptions declared by the 
manufacturers or the experimentally measured values to create a map of well-known off-
the-shelf working devices samples. For routers – which are the most studied NEs – the 
energy consumption is reported against the aggregated throughput and then the mapping 
is used for interpolating or extrapolating energy consumption data for routers of any size. 
Anyway, this model has several drawbacks. On the one hand, the declared energy 
consumptions may not closely resemble the real values especially when the device is 
working with a specific hardware and/or software configuration. On the other hand, 
although the experimentally measured energy consumption values may measure the 
energy consumption under different traffic loads, they only refer to a punctual evaluation 
under specific assumptions. Furthermore, the interpolation/extrapolation method is not a 
reliable measure of real devices energy consumption, as the devices energy consumption 
may vary sensibly with its technology, architecture, features and size (e.g. aggregated 
throughput, number of line cards, ports, wavelengths, etc.). In fact, in [19] the authors 
analyze power consumption of core routers based on datasheets found in [20], and 
conclude that for higher throughputs the routers consume more power. However, smaller 
routers tend to be located near the edge of the network whereas the larger routers are 
more central in the network where the traffic is more aggregated. Therefore they consider 
the power consumption per bit rate. This reveals that the larger routers consume less 
energy per bit than smaller ones. When aggregating over the entire network, the power 
consumption will also be the largest at the edge of the network and smaller in the centre. 
It is also showed how energy consumption depends on the packets size and on the 
bitrates of the links. Greater packets need less energy than smaller ones, due to the lower 
number of headers that have to be processed. In [21] it is showed that circuit-based 
transport layer reduces energy consumption with respect to packet-switched layer, due to 
the lower processing required for managing connections and to the higher processing 
needed for analyzing each packets’ headers. Nevertheless, it is often difficult to gather 
real energy consumption values, so it is not always feasible to create a complete mapping 
of real world devices, and it is practically impossible to measure energy consumption of 
future NEs architectures before designing and building them. So, an experimental model, 
though providing some real energy consumption values, is not enough to cope with the 
requirements of a comprehensive energy model.  

In [22] and [23] the authors propose a mixed energy model. Network nodes energy 
consumption is modeled by averaging experimental data of a real network scenario, 
whilst the power consumption of links is analytically modeled by a static contribution 
due to optical transceivers, and by an additional term which takes into account 
possible (optical) regenerators. 

4.3 Theoretical Energy Models 

Theoretical models [24] are instead totally based on the theoretical predictions of the 
energy consumption as functions of the router size and/or the traffic load (in a way 
similar for the Moore’s law [25] for the central processing units and the Gilder’s law 
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for the bandwidth of communication systems [26]). Such models have the benefit of 
being simple and clear, but the predictions may substantially differ on the long run 
from the real energy consumption values. Besides, it is often difficult to foreseen the 
NEs energy consumptions and, as they rely only on empirical data, it is not a based on 
any rigorous scientific model. Furthermore, both experimental and theoretical energy 
models do not provide detailed energy consumption of each subsystem or component, 
but they simply describe at high level the energy consumption at the expense of 
granularity and accuracy. In [24] the author proposes a simple theoretical model in 
which the router energy consumption grows with a polynomial function of its 
capacity. This estimation has been proved to be quite similar to the real energy 
consumption values [23]. 

5 Power Consumption Models 

Power consumption models express the power consumption (P) of routers versus the 
offered traffic load (L). In power consumption models, the current absorbed power, i.e. 
energy per second, is plotted against the traffic load that the router is currently offering. 
The power consumption may be expressed through a set of concrete models whose 
growth behaviors are obtained either from analytical, experimental, theoretical energy 
models or a combination of them. In the following sections, we analyze four different 
models: linear, theoretical, combined and statistical power consumption models. 

5.1 Linear Power Consumption Models 

In linear models, the power consumption scales linearly with the traffic load up to the 
maximum router capacity (its aggregated bandwidth). Here, routers with diverse 
technology and/or sizes may scale differently with the traffic: three scale factors (ε1, 
ε2, ε3) are reported in Fig. 1. 

 

Fig. 1. Power consumption in linear power consumption model 
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In this model, it holds that: 

P = εi · L (1)

where εi is a scaling factor depending on the technology and size of the router i. 
Alternatively, the diverse slopes (εi) may represent different traffic types (see the 
Section 5.4), as was assumed in [18].  

This power consumption model has the benefit of being simple and easy to 
implement, but it has the drawback that it is not possible to upper bound the power 
consumption to a desired values (e.g. 2Φ, as the results in [15] suggest). 

5.2 Theoretical Power Consumption Models 

In theoretical models, the power consumption is expressed as a function of the load 
that tries to follow the trend of real devices power consumption. Using a high level 
formula, theoretical models are usually employed to describe in a simple though 
effective manner the relation between the power consumption and the current traffic 
load. The theoretical energy model presented in [24] is the following:  

P = C 2/3 (2)

which states that the router power consumption grows with a polynomial function of 
its capacity. Now, if we substitute the router capacity with the load, we obtain a 
feasible model to represent how the power consumption varies with the traffic load. 
Such a model has demonstrated to be quite in line with the energy consumption of 
some real world devices [24], and for this reason has been sometimes used in 
literature papers [19].  

 
Fig. 2. Power consumption in theoretical power consumption model 

Theoretical power consumption models show an easy-of-use advantage as it suffice 
to substitute the router aggregate bandwidth or current traffic load to immediately get 
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the power consumption value. No tuning of any parameter is needed (such as εi) and 
the power consumption growth rate is always well predictable. Unfortunately, such 
models have the same drawbacks as the theoretical energy ones (see the section 4.3). 

5.3 Combined Power Consumption Models 

Combined models are characterized by different power consumption scaling rates at 
different traffic loads. They are represented by step functions whose domain is 
partitioned into different traffic load intervals. Each load interval may be characterized 
by a different function; for example (see Fig. 3), the power consumption may scale 
linearly (ε) with low loads (lower than t1), polynomially (L2/3) at medium loads 
(between t1 and t2) and exponentially (2L) at high loads (greater than t2). Some or all the 
sub-functions may be derived from other models, as in the example.  

 

Fig. 3. Power consumption in combined power consumption model 

Note that in such a model, it may be convenient to balance the traffic across the 
network in order to keep the router local traffic inside the acceptable zone where the 
energy consumption scales polynomially with the traffic load. In fact, it may be 
worthwhile to keep the traffic above the t1 threshold, in order to amortize the fixed 
power consumption Φ, and below the t2 threshold, to not exceed into the exponential 
power consumption zone  (between t2 and t3).  

Such power consumption models are pretty complete and may be used to resemble 
quite complex scenarios in which the network elements have complex architectures 
and show a known – although not linear – overall power consumption behavior. Note 
that, thanks to their greater complexity, such models open new perspective on the 
traditional network load balancing criteria in order to save energy while achieving 
low connection rejection ratios. Obviously, such added values come at the expense of 
computational complexity and scalability. 
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5.4 Statistical Power Consumption Models 

Statistical models consider an additional factor contributing to the energy consumption 
which is the traffic type: all optical or electronic traffic, O/E/O conversions, 3R 
regenerations, optical amplifications, wavelength conversions, are all examples of 
different traffic types that affect differently the energy consumption inside a given 
router. In fact, each type of traffic has in principle different power consumptions when 
traversing a router (either as an optical lightpath or a packet/circuit-switched electronic 
path), also depending on the technology and the architectural design that the router 
adopts. The model is defined as statistical because the power consumption depends at 
each moment on the statistical distribution of the overall traffic in the router. The more 
traffic of kind i, the more the energy consumption will depend on the scaling factor εi. 
Furthermore, each router may have its different scaling factors depending on its 
technology, architecture and size. For example, in Fig. 4 three different types of traffic 
are represented, each with its own scaling factor: electronic traffic (ε3), optical traffic 
without wavelength conversion (WC) capability (ε2), and optical traffic with WC 
capability (ε1). The three types of traffic have different impacts on the overall router 
energy consumption, but all of them grow linearly. Note that the electronic traffic scales 
worse than the optical traffic, as reported in [27]. Note also that, in the example reported 
in Fig. 4, the three traffic types scales all linearly, even if with different slopes. 
Statistical models may assume that the various types of traffic scale at different growth 
rates, for example the electronic traffic may scale exponentially while the optical traffic 
with WC may scale polynomially and the optical traffic without WC may scale linearly. 
Furthermore, each router may have its own statistical energy model depending on its 
design choices in order to adapt its energy consumption behavior to different 
technologies and architectures. 

 

Fig. 4. Power consumption in statistical power consumption model 
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The statistical model is the most complete one as it allows representing a wide range 
of devices and power consumption behaviors depending not only on routers 
technology factors but also on the different traffic types. 

6 A Comprehensive Energy Model for WDM Networks 

In order to formally characterize the energy consumption of network elements we 
propose a comprehensive analytic model based on real energy consumption values 
and in line with the theoretical grow rate predictions encompassing new energy-aware 
architectures that adapt their behavior with the traffic load in order to minimize the 
energy consumption.  

The energy model comprises three types of traffic of a WDM network: 

1. Electronic traffic (with or without add/drop multiplexing, electronic 
wavelength conversion, 3R regeneration, etc.); 

2. Optical traffic with WC; 
3. Optical traffic without WC. 

These types of traffic are supported by different flavors of optical and electronic 
network elements (router, switches, transceivers, optical fiber links and amplifiers, 3R 
regenerators, etc.). Power consumption of real NEs has been obtained by literary 
sources[15][20][23] [27] [28]  and power consumption equations have been derived 
from these measurements.  

Such an energy model characterizes the different components and sub-systems of 
the network elements involved in energy consumption. It provides the energy 
consumptions of network nodes and links of whatever typology and size and under 
any traffic load. The efforts in the developing of such an energy model have been 
focused on realistic energy consumption values. For this scope, the energy model has 
been fed with real values and the energy consumption behavior of NEs has been 
crafted in order to match with the state-of-the-art architectures and technologies. At 
this extent, future energy-efficient architectures with enhanced sleep mode features 
have been considered and implemented in the energy model. The energy model is 
based on a linear combinations of energy consumption functions derived from both 
experimental results [15][19][20][23][27][28] and theoretical models [22][23][24]. 
Besides, following the results reported in [15][16][19][28], the power consumption 
has been divided into a fixed and a variable part; fixed part is always present and is 
required just for the device to be on; variable part depends on the current traffic load 
on the device and may vary according to different energy consumption functions. We 
chose a linear combination of two different functions (logarithmic and line functions) 
and weighted them with a parameter depending on both the type of traffic and the size 
of the NE, in order to obtain a complete gamma of values and thus adapting its 
behavior to the most different scenarios. In particular in our energy model we 
managed to obtain that larger routers consume less energy per bit than the smaller 
routers (see Fig. 5), as reported in [19][20], and that electronic traffic consumes more 
energy per bit that optical traffic (see Fig. 6), as reported in [27][28]. Wavelength 
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conversion and 3R regenerations have a not negligible power consumption which is 
accounted for in the model. Finally, links have an energy consumption that depends 
on the length of the fiber strands and thus on the number of optical amplification and 
regeneration needed by the signal to reach the endpoint with an acceptable optical 
signal-to-noise ratio (OSNR). 

 

Fig. 5. Power consumption functions for various size electronic routers 

The power consumption functions of three routers of different sizes are reported in 
Fig. 5. Each router may support different types of traffic, each defined by a different 
curve. In the example in figure, the thicker lines represent the power required by a 
given type of traffic (e.g. electronic traffic). We can observe that, according to our 
model, the larger the router, the larger the total energy consumption, as the fixed part 
notably contributes to (half of) the energy consumption. But if we focus only on the 
variable power consumptions, we observe that, for example, a traffic load of 2 Tbps, 
requires as much as 3 kW in the smaller router, about 1.5 kW in the medium one and 
just 1 kW in the larger router. In this way, we managed to obtain that greater routers 
consume less energy per bit than smaller ones, as reported in [19][20]. Note also that 
the overall energy consumption scales linearly with the size of the router and that half 
of the energy consumption is due to the fixed part and the other half to the variable 
part, according to literature source [15]. 
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Fig. 6. Power consumption functions for electronic and optical routers 

The power consumption functions of an electronic and an optical router are 
reported in Fig. 6 (optical router values not in scale). Three types of traffic are 
represented: electronic traffic in the electronic router and optical traffic with and 
without WC in the optical one. We observe that the electronic traffic grows quickly 
with respect to the optical traffic and that, among the optical traffic, the WC actually 
consume a not negligible quantity of energy. As the power consumption functions are 
obtained by linear combinations of the logarithmic and the line functions, the complete 
gamma of slopes can be represented by the actual curves. 

7 Conclusions 

The energy consumption has to be considered as an additional constraint and, given the 
current ICT energy consumption growth trend, it will likely represent the major 
constraint in the designing of WDM network infrastructures, even more than the 
bandwidth capacity. In order to lower the energy consumption and the concomitant 
GHG emissions of such infrastructures, it is necessary to assess the power consumption 
of current and future energy-aware architectures through extensive energy models that 
characterize the behaviors of the network equipment. In this paper we presented and 
discussed the main energy and power models currently employed in the literature and 
provided an overview over the different scenarios that are currently being employed in 
WDM networks. Finally, we presented a comprehensive energy model which accounts 
for the foreseen energy-aware architectures and the grow rate predictions, including 
different types of traffic of a WDM networks. The model, based on real energy 
consumption values, tries to collect the main benefits of the previous models while 
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maintaining low complexity and, thus, high scalability. We believe that such an energy 
model will help the development of new energy-oriented networks for achieving 
sustainable society growth and prosperity. 
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Abstract. Power management strategies that allow network infrastructures to 
achieve advanced functionalities with limited energy budget are expected to 
induce significant cost savings and positive effects on the environment, 
reducing Green House Gases (GHG) emissions. Power consumption can be 
drastically reduced on individual network elements by temporarily switching 
off or downclocking unloaded interfaces and line cards. At the state-of-the-art, 
Adaptive Link Rate (ALR) and Low Power Idle (LPI) are the most effective 
local-level techniques for lowering power demands during low utilization 
periods. In this paper, by modeling and analyzing in detail the aforementioned 
local strategies, we point out that the energy consumption does not depend on 
the data being transmitted but only depends on the interface link rate, and hence 
is throughput-independent. In particular, faster interfaces require lower energy 
per bit than slower interfaces, although, with ALR, slower interfaces require 
less energy per throughput than faster interfaces. We also note that for current 
technologies the energy/bit is the same both at 1 Gbps and 10 Gbps, meaning 
that the increase in the link rate has not been compensated at the same pace by a 
decrease in the energy consumption. 

Keywords: sleep mode, energy-efficiency, power consumption, low power idle, 
adaptive link rate. 

1   Introduction 

Most of the currently known non-renewable primary energy sources are becoming 
scarcer and will get exhausted in only some decades. On the other hand, they are 
highly polluting as their burning process emits large quantity of GHGs causing 
climate changes and global warming phenomena. The current growth scenario is not 
sustainable, and international initiatives are trying to decrease the energy consumption 
and the GHG emissions by 20% for 2020 [1]. In order to achieve such drastic 
reductions, it is necessary to adopt a radical change in the current lifestyle and 
business as usual model. For such a transformation, the key factor is the use of 
energy-efficient processes together with energy-aware solutions and policies that 
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increasingly exploit renewable energy sources in providing all the public utility 
services. In the networking scenario, miniaturization and ICT growing dynamics, 
effectively described by the Moore’s and Gilder’s laws [2][3], have not had the 
expected counterpart in power consumption reduction. Miniaturization has reduced 
unit-power consumption but has allowed more logic ports to be put into the same 
space, thus increasing performances and, concomitantly, power utilization (a 
phenomenon called rebound effect already known as Jevons paradox [4]). As a 
consequence, the total power required per node is growing faster and faster. 
Nevertheless, traffic dynamics often result in a significantly different network usage 
which presents peaks alternated by low load periods, making room for power 
management techniques that, while satisfying the users’ demand, exploit the low load 
periods for saving as much energy (and, thus, money) as possible. Accordingly, 
adaptive power management strategies that can be implemented independently and at 
different levels of granularity on each network device can be introduced at the local 
equipment-level to decrease power consumption in the operational phase and bring 
positive effects for the environment and significant cost savings. Power consumption 
can be drastically reduced by temporarily switching off or downclocking unloaded 
interfaces. In this work, such local energy containment strategies have been properly 
modeled and their behavior analyzed through simulations with the goal of better 
understanding their operating dynamics, strengths and weaknesses. 

2   Active Local Strategies for Network Energy Efficiency 

Experimental measurements collected from several network devices [5] show that in 
current architectures half of the energy consumption is associated to the base system 
and the other half to the number of installed line interface cards (even if idle). 
Furthermore, the power consumption of the actual electronic routing/switching matrix 
and line cards is, quite surprisingly, almost independent from the network load, so 
that the energy demand of heavily loaded devices is only about 3% greater than that 
of idle ones. These results suggest that it is necessary to develop energy-efficient 
architectures exploiting the ability of temporarily switching off or putting into energy 
saving mode devices or subsystems (e.g. switching fabrics, line cards, I/O ports, etc.) 
in order to minimize energy consumption whenever possible. Putting entire nodes into 
sleep mode (per node sleep mode) may be unpractical, especially for large and highly 
connected ones, since many very expensive transmission links become unused, hence 
negating significant capital investments (CAPEX) for the entire duration of the sleep 
interval. Furthermore, per node sleep mode drastically reduces the overall meshing 
degree, by limiting the network reliability and partially negates the possibility of 
balancing the load on multiple available links/paths. On the other hand, putting into 
sleep mode only single interfaces (per interface sleep mode) may introduce 
considerable energy savings in particular when operating at high speeds, since, for 
example, in a commercial off-the-shelf (COTS) Ethernet switch (Catalyst 2970 24-
port LAN switch) a 1000baseT interface adds about 1.8 W to the overall consumption 
[6] (Table 1). Per-interface sleeping mechanisms (ALR and LPI) have been identified 
[6][7] as viable and effective solutions. In ALR, the ability to dynamically modify the 
link rate according to the real traffic needs is used as a technique to reduce the power 
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consumption. Operating a device at a lower frequency can enable reductions in the 
energy consumption and also allows the use of dynamic voltage scaling (DVS) for 
reducing the operating voltage. This allows power to scale cubically and hence energy 
consumption quadratically with operating frequency [8]. 

Table 1. COTS switch power consumption with varying number of interfaces 

# Active Interfaces 10BaseT 100baseTX 1000baseT 
0 69.1 W 69.1 W 69.1 W 
2 70.2 W 70.1 W 72.9 W 
4 71.1 W 70.0 W 76.7 W 
6 71.6 W 71.1 W 80.2 W 
8 71.9 W 71.9W 83.7 W 

For example, the Intel 82541PI Gigabit Ethernet Controller draining about 1 W at 1 
Gbps full operation is able to support a smart power down feature by turning off PHY 
if no signal is present on link and drops the link rate to 10 Mbps when a reduction of 
energy consumption is required [9]. Also in the last mile, the ADSL2 standard (ITU 
G.992.3, G.922.4, G.992.5) is able to support multiple data rates corresponding to 
different link states (L0: full rate, L2: reduced rate, L3: link off) for power 
management sake [10]. In LPI, transmission on single interface is stopped when there 
is no data to send and quickly resumed when new packets arrive, in contrast with the 
continuous IDLE signal used in legacy systems. LPI defines large periods over which 
no signal is transmitted and small periods during which a signal is transmitted to 
synchronize the receiver. When operating in low-power mode, the elements in the 
receiver can be frozen, and then awakened within a few microseconds, as reported in 
Table 2 [11].  

Table 2. Common wake-on-arrival strategy parameters for different interfaces technologies 

Technology Wakeup Time Sleep Time Average Power savings 
100baseTX 30 μs 100 μs 90% 
1000baseT 16 μs 182 μs 90% 
10GbaseT 4.16 μs 2.88 μs 90% 

Significant energy savings can be obtained when the involved devices spend a 
considerable fraction of their time in the low power mode. Although the savings vary 
from device to device, the energy consumption, when the device is in low power 
mode, can be as low as 10% that the one in active mode. During the transitions back 
and forth from low power mode there is a considerable increase in energy 
consumption as many elements in the transceiver have to be active. The actual value 
will depend on the implementation and possibly ranges from 50% to 100% of the 
active mode energy consumption. In network environments where packet arrival rates 
can be highly non-uniform, allowing interface transitions between different operating 
rates or sleep/active modes can introduce additional packet delay, or even loss, due to 
the associated transition times. The main issues to be addressed are the coordination 
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among nodes during the transitions from and to a low power consumption state or 
from a transmission rate to another one. In line of principle, these transitions should 
be kept as transparent as possible to upper layer protocols and applications. Several 
solutions can usefully exploit the tradeoff between potential energy savings, 
performance and transparency. For example, buffering, packet coalescing and 
coordinated Ethernet strategies may be introduced, to collects packets into small 
bursts and thereby creating gaps long enough to profitably sleep [6][12][13]. Potential 
concerns are that buffering will add too much delay across the network and that traffic 
burstiness will exacerbate the loss. 

3   Modeling and Analyzing Local Energy Containment Methods 

In this section, we present a model of the aforementioned local techniques built by 
interpolating realistic data obtained from the available literature and experimental 
measurement on available state-of-the-art hardware. We exploited and analyzed 
through simulation some of the most interesting properties and operational features of 
these techniques when applied to individual non-cooperating network devices. Let 
G(V,E) be a directed graph representing the physical network topology; V the set of 
vertices that represent the network nodes and E the set of edges that represent the 
network links. Note that, as a (unidirectional) link is attached to each interface, the set 
of links E actually coincides with the set of interfaces. Each interface has its own 
native speed: ∀i∈E, vi∈R={10 Mbps, 100 Mbps, 1000 Mbps, 10000 Mbps} 
represents the native link rate of interface i. The energy/power consumption of 
interfaces working at their native link rates [6][14] are illustrated in Table 3. 

Table 3. Energy and power consumption of interfaces working at native speeds 

Native link 
rate vi 

Power per 
interface  

Energy Scaling Index 
(ESI) - Energy per bit  

Energy Consumption Rate 
(ECR) - Power per Gbps 

10 Mbps 0.1 W 10 nJ/bit 10 W/Gbps 
100 Mbps 0.2 W 2 nJ/bit 2 W/Gbps 

1,000 Mbps 0.5 W 0.5 nJ/bit 0.5 W/Gbps 
10,000

 
Mbps 5.0 W 0.5 nJ/bit 0.5 W/Gbps 

ESI and ECR are different energy/power consumption metrics that may be reduced to equivalent 
values, in fact it holds that: W/Gbps = (J/s) / (Gbit/s) = J/Gbit = nJ/bit. 

Scaling the energy consumption per bit (ESI metric) reveals that the energy 
consumption for forwarding one bit is not the same for every interface but depends on 
its native link rate. In particular, the energy per bit is lower for faster interfaces, 
meaning that forwarding one bit on a slower interface requires more energy than on a 
faster one (besides occupying the link resource for a longer time). We also note how 
the energy/bit ratio is the same both at 1 Gbps and 10 Gbps, that is, there is no gain in 
the energy/bit at 10 Gbps (as instead occurs when switching between 10/100 Mbps 
and between 100/1000 Mbps). This behavior is due to the current 10 Gbps 
technology, whose increase in the link rate (achieved through advanced modulation 
techniques [15]) has not been compensated at the same pace by a decrease in the 
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energy consumption. As a result, 10 Gbps interfaces consume 10 times more energy 
than 1 Gbps ones, i.e. the power consumption scales linearly from 1 to 10 Gbps. 
Consequently, the best balance between power consumption and bit rate is reached at 
1 Gbps (see Fig. 1). This situation is further stressed when the throughput is not equal 
to the link rate, which corresponds to an underutilized channel. Our observations 
confirm that an interface consumes the same power whatever its current throughput 
is: power consumption is throughput-independent. For this reason, the link rate can be 
adapted to the current throughput by using ALR with consequent energy savings. 
However, the IEEE Energy Efficient Ethernet working group, when analyzing the 
opportunity to adopt ALR or LPI in the 802.3az standard, decided in favor of LPI [16] 
since the two strategies have been considered as alternative to be included in the 
standard. Instead, we evaluate the advantages offered by a combination of them and 
advocate the complementary use of the two strategies. 

 

Fig. 1. Energy and power consumption of different interfaces working at their native speeds 

To model the ALR, let us consider the set R={r1, …, rm} set of available link rates; 
∀i∈E, ri∈R represents the working link rate, that is the link rate at which the interface 
i is currently operating; obviously, it holds that ∀i∈E, ri ≤ vi. In the actual standard an 
interface may switch only to the set of existing link rates, thus R={10 Mbps, 100 
Mbps, 1000 Mbps, 10000 Mbps}. According to current technologies, we consider 
three possible operating modes for interfaces: (1) Off, occurs when the interface is 
down; (2) LPI, interface up in low power mode and there is no data to transmit; (3) 
ALR, there is data to transmit and the interface is up at working rate ri∈R. Let us 
consider an interface i with native link rate vi and a constant data throughput td; then, 
with ALR, the interface will switch its current link rate to ri: ri-1 < td ≤ ri . In our 
simulations we found that, when using the ALR, the power consumption of an 
interface i depends not only on the working link rate ri but also on the native link rate 
vi. In other words, transmitting a fixed data throughput td has different power 
consumption depending on the interface native link rate vi: in this case, slower 
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interfaces consume less power than faster ones for the same throughput td, even if 
they work at the same rate ri. This result, quite surprising if we consider that slower 
interfaces consume more energy per bit than faster ones, may be explained 
considering that the different technologies adopted for reaching higher link rates [15] 
lead to greater fixed power consumption for faster interfaces. In fact, as routers, also 
the interfaces have fixed and variable power consumption. The fixed part is always 
present just for the interface to stay up and accounts for the control circuits, while  
the variable traffic-proportional power consumption is due to the transceivers. In the 
following we model such energy consumptions and show a breakdown of the 
different energy components in a 10 Gbps interface. 

Table 4. Power consumptions of interfaces working at different rates in {10,102,103,104} Mbps 

vi  ri Mbps Power consumption 
Rvi ∈∀   Off / r0 0/0 *

0 0)/,( ≅Ψ rOffiν  

v1: 10  r1 10 ),( 11 rνΨ  

v2: 102  r1/r2 10/102 ),( 12 rνΨ / ),( 22 rνΨ  

v3: 103  r1/r2/r3 10/102/103 ),( 13 rνΨ / ),( 23 rνΨ / ),( 33 rνΨ  

v4: 104  r1/r2/r3/r4 10/102/103/104 ),( 14 rνΨ / ),( 24 rνΨ / ),( 34 rνΨ / ),( 44 rνΨ  

* In LPI, the device only sends signals during short refresh intervals and stays quite during large 
intervals so the power consumption in the LPI mode is almost 0. 

In general, to model the fixed and the variable power consumption, we define 
{Ψ(vi,rj) | j = 1,2,…,m} where Ψ(vi, rj) is the power consumption of the interface i∈E 
with native speed vi∈R operating at link rate rj∈R and Ψ(vi, rj)< Ψ(vi, rk) ∀j<k. Also, 
we define Θn as the fixed power consumption of node n∈V accounting for its base 
system, switching matrix, control circuits, etc. Note that Θn does not include the 
power consumption of the node interfaces, which is given by the Ψ term. Let’s see 
how the term Ψ models the power consumption of the interfaces. Let i, j∈E be two 
interfaces with respectively native and working link rates (vi, ri) and (vj, rj). We can 
observe that Ψ can be characterized from the following properties: 

ℜ∈Ψℜ→×Ψ ),(),(:),( iiiiii rrRRr ννν  (1)

Eir iii ∈∀∝Ψ ,),( νν (2)

Eirr iii ∈∀∝Ψ ,),(ν  (3)

Where (1) is the functional definition of Ψ, (2) and (3) state the proportionality of Ψ 
to the native and working link rates respectively; 

0),()(: 0 ≅Ψ⇔=∨=∈∀ iiii rrroffrEi ν  (4)

the energy consumption of an interface Off or in LPI is nearly 0; 

),(),()(:, jjiijiji rrrrEji νννν Ψ<Ψ⇒=∧<∈∀
 (5)
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two interfaces with the same working link rate but different native link rates have 
different power consumptions; 

),(),()(:, jjiijiji rrrrEji νννν Ψ<Ψ⇒<∧=∈∀
 (6)

two interfaces with the same native link rate but different working link rates have 
different power consumptions; 

),(),()(:, jjiijiji
j

j

i

i rrrr
rr

Eji νννν
νν

Ψ≠Ψ⇒⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
≠∨≠∧=∈∀ . (7)

two interfaces with the same r/v ratio, but with different native/working link rates, 
have different energy consumptions. In order to model the interfaces power 
consumption in a realistic case, we first consider a two-level system, that is a system 
in which interfaces may work only at two link rates: high and low power modes. The 
total energy consumption is therefore given by the sum of the energy cost spent in low 
power mode plus the cost in high mode. That is, the sum of the low-power mode 
instantaneous cost times the total time spent in low-power mode plus the high-power 
mode instantaneous cost times the total time spent in high-power mode. In the general 
case, when more than one link rate is available, we divide the time in intervals so that 
the link rate stays constant during each interval and record the duration of each 
interval. We indicate as N the number of time intervals with unchanging state so that 
there are N-1 link rate transitions with changing states; if ti is the duration of the i-th 
time interval (in seconds) then the total time considered is given by: 

.
1
∑

=

=
N

i
itT  (8)

Let ri be the link rate in the i-th time interval; τ the time needed for the link rate 
transition (assume that every transition requires the same time); cj the instantaneous 
power consumption at link rate j; ζ a proportionality constant between the 
instantaneous power demand cj and the corresponding link rate j so that cj = Θ + ζ · j; 
Xhk the power consumption when transitioning from link rate h to link rate k. Then, for 
a single interface: 
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For sake of simplicity, we consider all interfaces to behave in the same way. In the 
realistic hypothesis [6][17] that Xhk ∝ cmax{h,k} = ζ · max{h,k}, rX ∝  and eq. (9) 
becomes: 

))(( τζ NTr ++Θ≈Ψ . (10)

Starting from the above energy model, combined with several real energy 
consumption observations available in literature [6][9][14][17][18], we simulated 
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some native speed interfaces working at different link rates. The associated per bit 
energy consumption values are shown in the chart of Fig. 2. We can see how the 
energy per bit depends both from the native link rate of the interfaces and on their 
actual working link rate. Furthermore, we can notice how the energy consumption of 
native high-speed interfaces does not vary much when switching to lower link rates, 
whilst the energy consumption of native low-speed interfaces is highly variable, 
especially when working at low rates.  

 

Fig. 2. Energy per bit for native interfaces operating at different link rates (interpolation 
obtained by putting not defined values to 0) 

In Fig. 3 we plotted the power consumption breakdown for a simulated routing 
device modeled with interfaces at 10 Gbps. The base systems accounts for 
approximately 50% of the total energy consumption while the interfaces (fixed and 
variable parts) accounts for the other half.  

 

Fig. 3. Power consumption breakdown for a router with interfaces at native link rate v = 10 
Gbps and working link rates ri = 10i Mbps 

As we can see, the larger interfaces energy consumption is due to the fixed part 
that is independent from the link rate, while only the remaining 15% of energy is due 
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to the rate-proportional energy consumption. This scenario suggests that between LPI 
and ALR it is preferable to use LPI: when there is no data to transmit, ALR sends the 
continuous idle signal (which is everything but idle), whilst LPI enters the lower 
power consumption mode, thus consuming lower energy; furthermore, the auto-
negotiation mechanism of ALR may be in the order of ms, while the sleep/wake-up 
transitions of LPI only requires some μs for 10 Gbps interfaces [17][19] and, 
consequently, lower delay; finally, transmitting the same amount of data in ALR takes 
longer time than LPI, since in LPI the transmission is realized at the maximum rate, 
instead in ALR the transmissions is lowered to best fit the throughput, thus occupying 
the resources for longer time. The Energy-Efficient Ethernet working group has 
recently adopted the LPI as power management solution for IEEE 802.3az [16]. 
Furthermore, the difference in energy consumption between interfaces with different 
native link rates suggests also the possibility for and advanced ALR with circuit over-
provisioning, i.e. a network interface may be provisioned with different circuits, say a 
low and a high speed one, and may switch between one or other according to the 
required data throughput. This solution, at the expense of increased capital 
expenditures (CAPEX) for the additional hardware, may lead to decreased operational 
costs (OPEX) due to the lower fixed power consumption of slow circuits. Finally, also 
another possibility is given by the heterogeneity of the equipment in a network. In 
fact, such heterogeneity may be exploited by a global load-balancing schema, 
implemented as part of a routing and wavelength assignment algorithm, which tries to 
distribute the connection requests in such a way that the overall network energy 
consumption is minimized. A best-fit allocation scheme may be implemented in order 
to close match the bandwidth demands with the interfaces native link rates, so that the 
fixed power consumption cost is amortized and the maximum efficiency is reached. 

4   Conclusions 

By modeling and analyzing the available local energy efficiency strategies, we 
observed that faster interfaces consume less energy per bit than slower ones, but also 
that, lowering the interfaces working link rates during low utilization periods, does not 
lead to the same power savings for all interfaces but depends on the interface native 
link rate. Native slower interfaces (e.g., 100 Mbps) consume less power than native 
faster interfaces (e.g., 1,000 Mbps) for transmitting the same throughput (e.g., 80 
Mbps) due to the higher fixed power consumption that comes with faster interfaces. In 
other words, while the energy-per-bit is lower for faster interfaces, with the ALR the 
energy-per-throughput is lower for slower interfaces. Furthermore, we observed that 
the energy consumption of native high-speed interfaces does not vary much when 
switching to lower link rates, whilst the energy consumption of native low-speed 
interfaces is highly variable, especially when working at low rates. Finally, we point 
out that the different fixed and variable power consumptions of interfaces may be 
exploited by circuit over-provisioning techniques as well as load balancing schemes for 
minimizing the overall energy consumption and, thus, network operational costs. 

Acknowledgments. This work was supported in part by the COST Action IC0804 on 
Energy Efficiency in Large Scale Distributed Systems, the Spanish Ministry of 



300 S. Ricciardi et al. 

Science and Innovation under the DOMINO project (TEC2010-18522), the Catalan 
Government under the contract SGR 1140 and the DIUE/ESF under the grant FI-
201000740. 

References 

[1] EU Spring Summit, Brussels (March 2007)  
[2] Moore, G.E.: Cramming more components onto integrated circuits. Electronics 38(8) 

(April 19, 1965) 
[3] Gilder, G.F.: Telecosm: How Infinite Bandwidth Will Revolutionize Our World. The 

Free Press, NY (2000) 
[4] Jevons, W.S.: The Coal Question; An Inquiry concerning the Progress of the Nation, and 

the Probable Exhaustion of our Coalmines. Macmillan and Co., Basingstoke (1866) 
[5] Chabarek, J., Sommers, J., Barford, P., Estan, C., Tsiang, D., Wright, S.: Power 

awareness in network design and routing. In: Proc. IEEE INFOCOM (2008) 
[6] Christensen, K., Nordman, B.: Reducing the Energy Consumption of Networked Devices. 

In: IEEE 802.3 tutorial (July 19, 2005) 
[7] Hays, R.: Active/Idle Toggling with 0BASE-x for Energy Efficient Ethernet. Presentation 

to IEEE 802.3az Task Force (November 2007) 
[8] Zhai, B., Blaauw, D., et al.: Theoretical and Practical Limits of Dynamic Voltage Scaling. 

In: DAC 2004 (2004) 
[9] Intel® 82541PI Gigabit Ethernet Controller, Intel White Paper, 

http://www.intel.com/design/network/products/lan/ 
controllers/82541pi.htm 

[10] Tzannes, M.: ADSL2 Helps Slash Power in Broadband Designs. CommDesign.com 
(January 30, 2003) 

[11] Reviriego, P., et al.: Performance Evaluation of Energy Efficient Ethernet. IEEE 
Commun. Letters 13(9) (September 9, 2009) 

[12] Kubo, R., Kani, J., Fujimoto, Y., Yoshimoto, N., Kumozaki, K.: Sleep and adaptive link 
rate control for power saving in 10GEPON systems. In: Proc. Globecom (2009) 

[13] Nedevschi, S., Popa, L., Iannaccone, G., Ratnasamy, S., Wetherall, D.: Reducing 
network energy consumption via sleeping and rate adaptation. In: Proc. 5th USENIX 
Symp. Networked Systems Design and Implementation, NSDI 2008 (April 2008) 

[14] BONE project. WP 21 Topical Project Green Optical Networks: Report on year 1 and 
updated plan for activities. NoE, FP7-ICT-2007-1 216863 BONE project (December 
2009) 

[15] Nortel. A comparison of next-generation 40-Gbps technologies, white paper, 
http://www.nortel.com/solutions/collateral/nn122640.pdf  

[16] IEEE P802.3az. Energy Efficient Ethernet Task Force (2010), 
http://grouper.ieee.org/groups/802/3/az 

[17] Christensen, K., Reviriego, P., Nordman, B., Bennett, M., Mostowfi, M., Maestro, J.A.: 
IEEE 802.3az: The Road to Energy Efficient Ethernet. IEEE Communications Magazine 
(November 2010) 

[18] Ricciardi, S., Careglio, D., Palmieri, F., Fiore, U., Santos-Boada, G., Solé-Pareta, J.: 
Energy-aware RWA for WDM networks with dual power sources. In: Proc. IEEE 
International Conference on Communications (ICC 2011), Kyoto, Japan, June 5-9 (2011) 

[19] Zhang, B., Sabhanatarajan, K., Gordon-Ross, A., George, A.: Real-Time Performance 
Analysis of Adaptive Link Rate. In: Proc. Conference on Local Computer Networks 
(October 2008) 



 
 

Abstract—Energy consumption and the concomitant Green 
House Gases (GHG) emissions of network infrastructures are 
becoming major issues in the Information and Communication 
Society (ICS). Current optical network infrastructures (routers, 
switches, line cards, signal regenerators, optical amplifiers, etc.) 
have reached huge bandwidth capacity but the development has 
not been compensated adequately as for their energy 
consumption. Renewable energy sources (e.g. solar, wind, tide, 
etc.) are emerging as a promising solution both to achieve 
drastically reduction in GHG emissions and to cope with the 
growing power requirements of network infrastructures.  

The main contribution of this paper is the formulation and the 
comparison of several energy-aware static routing and 
wavelength assignment (RWA) strategies for wavelength division 
multiplexed (WDM) networks where optical devices can be 
powered either by renewable or legacy energy sources. The 
objectives of such formulations are the minimization of either the 
GHG emissions or the overall network power consumption. The 
solutions of all these formulations, based on integer linear 
programming (ILP), have been observed to obtain a complete 
perspective and estimate a lower bound for the energy 
consumption and the GHG emissions attainable through any 
feasible dynamic energy-aware RWA strategy and hence can be 
considered as a reference for evaluating optimal energy 
consumption and GHG emissions within the RWA context. 
Optimal results of the ILP formulations show remarkable savings 
both on the overall power consumption and on the GHG 
emissions with just 25% of green energy sources. 

I. INTRODUCTION 

The energy consumption and the concomitant GHG 
emissions (mainly CO2) are becoming more and more a 
sensible issue for the ICS, governments and standardization 
bodies [1]. The Kyoto protocol imposes on industrialized 
States to reduce their GHG emissions by 5% from the 1990 
level in the 2008-2012 period. It has been estimated [2] that 
network infrastructures alone consume 22 GW of electrical 
power corresponding to more than 1% of the worldwide 
electrical energy demand, with a growth rate of 12% per year, 
further stressing the need for energy-efficient network devices 
and energy-aware protocols and algorithms. In fact, the solely 
deployment of energy-efficient devices is not enough, as their 
total cost of ownership (TCO) decreases, the demand for using 
such devices increases and the gained benefits are overcome 
by greater energy consumption and concomitant GHG 
emissions. Such a phenomenon is known as rebound effect (or, 
in other contexts, as Jevons paradox or Kazzoom/Brookes 

postulate [3]). In order to overcome the rebound effect, it is 
necessary to adopt the carbon neutrality or, when available, 
the zero carbon approach. In carbon neutrality, GHGs emitted 
by legacy (dirty) energy sources (e.g. fossil-based plants) are 
compensated – hence, neutrality – by a credit system like the 
cap and trade or the carbon offset [3]. In the zero carbon 
approach, renewable (green) energy sources (e.g. sun, wind, 
tide) are employed and no GHGs are emitted at all. Clearly, 
green energy sources are always preferable with respect to the 
dirty ones as they limit (or avoid at all) GHG emissions, 
although renewable sources are variable in nature and their 
availability may change in time. Therefore, we advocate an 
energy system in which network elements (NE) are provided 
with green energy sources alongside the legacy power system 
and, at the occurrence, they are able to switch to the fossil-
based power supply without any energy interruption. Such NEs 
are energy-aware as they adapt their behavior and 
performance depending not only on the current load but also 
on the source of energy that is supplying them. 

Several approaches to achieve energy efficiency in network 
infrastructures have been proposed in the literature 
[4][5][6][7][8][9][10], but, at the state-of-the-art, none of them 
takes into consideration green and dirty energy sources for all 
the NEs together with the energy requirements of the different 
traffic types (optical/electronic, pass-through, add/drop, 
amplification, 3R regeneration, etc.). Furthermore, all prior 
works are focused on the reduction of the network energy 
consumption by switching off network elements. However, the 
power drawn by NEs is assumed to be given and thus it is not 
derived from a realistic energy model. In addition, putting into 
sleep mode entire NEs is not the sole possible solution and has 
its drawbacks. In [7] several ILP formulations for optical 
network planning are illustrated, and results show that 
switching off network nodes is not practically feasible as it was 
possible only in few experiments for very low loads. 
Furthermore, putting into sleep mode one big router is 
economically unviable and technically immature, at least with 
the architectures and technologies currently employed. A 
router is a rather costly piece of equipment and it still takes 
minutes to “wake up”; when returning from sleep mode, a peak 
in the power consumption is registered and the lifetime of the 
router will decrease if frequent power up/down cycles occur. 
Moreover, routing operating systems are not so stable and 
additional manual configurations may be needed at each power 
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up. Finally, powering off routers in a network results in 
reduced load balancing, as the traffic flows have to be routed 
only on the subset of active routers. 

To the best of our knowledge, this paper represents the first 
work in which (1) green and dirty energy sources are explicitly 
considered for all the NE types and (2) sleep mode is assumed 
to be not available, with energy savings coming exclusively 
from the optimal routing of the connection requests. 
Specifically, we tried to combine all the notable features that a 
comprehensive dual energy-aware network model should have 
and put them together into a general Routing and Wavelength 
Assignment (RWA) framework. In doing this, all the energy-
related information and concepts associated to devices and 
links have been abstracted and defined in a formal and concise 
way within the context of a specific energy-aware network 
optimization problem. To achieve a more compact and precise 
representation of such a problem we formally model it as an 
ILP problem working on the physical network topology 
comprising routers and links, in which each device is 
characterized by a known power consumption, varying under 
different loads, energy source, capacity, and cost. The energy 
model defining the energy requirements of each NE considers 
electrical and optical technologies, and differentiates the 
consumption according to the various flavors of NEs and 
traffic types. We also assume to have the complete knowledge 
of the average amount of traffic exchanged by any 
source/destination node pair. The proposed formulation is 
applied to a multilayer IP/WDM network with the twofold aim 
of minimizing the overall GHG emissions and the power 
consumptions by setup optimal lightpaths through a suitable 
energy-aware RWA scheme. Solving the above ILP requires 
knowledge in advance of the entire traffic matrix and hence 
restricts us to the static, offline, RWA case. In turn, in a 
dynamic scenario, the optimal solution of the ILP represents a 
lower bound for the GHG emissions and energy consumptions 
of energy-aware RWA heuristics. 

II. NETWORK & ENERGY MODEL 

A. The Network Model 

We consider wavelength-routed networks in which the 

traffic unit is the lightpath. Network nodes may be electronic 
routers (digital cross connects, DXC) or optical switches 
(optical cross connects, OXC) connected by fiber links with up 
to λ wavelengths on each. The network is represented as a 
multigraph with one edge for each wavelength λ in the optical 
layer (Fig. 1). We assume that the traffic is unsplittable in the 
optical domain: i.e. a traffic demand is routed over a single 
lightpath; (in theory, in the electronic domain a demand may 
be splitted into n flows, but in the optical domain these will 
appear as n unsplittable optical flows). The type of traffic 
depends on the NE that is being traversed, thus three types of 
traffic are possible: (1) opaque electronic traffic; (2) 
transparent optical traffic with wavelength conversion (WC) 
and (3) transparent optical traffic without WC. The Table I 
reports the types of network element and the corresponding 
supported traffic types. Note that each type of traffic accounts 
for different power consumption when traversing NEs, as 
explained in following subsections. We assume that all the 
nodes have the possibility to convert wavelengths, either in the 
electronic or in the optical domain, depending on their 
technology. In the electronic domain, the full range of 
operations is supported: wavelengths routing/switching, 
wavelengths add/drop, WC, 3R regeneration; in the optical 
domain the operations supported are the transparent 
wavelength switching/pass-through and the WC. NEs may be 
powered either by green or dirty energy sources statically 
assigned to each at the network topology definition time. We 
assume that each node is able to distinguish which power 
source is currently feeding it through an energy-aware 
GMPLS-like control plane intelligence. This corresponds to a 
scenario in which network infrastructure planners consider the 
construction of new portions of the network or the change of 
power source for existing parts, and they evaluate the 
reduction in CO2 emissions against other issues such as the 
technical aspects and costs of using green or dirty energy 
sources. 

B. The Energy Model 

In this model we explicitly considered the influence of 
traffic on power consumption by using realistic data for traffic 
demands, network topologies, link costs, and energy 
requirements of single network elements. Specifically, the 
amount of power consumed by the NEs depends on the type of 
device and on the type and load of traffic that it is currently 
supporting (e.g. an OXC may support transparent optical 
traffic with or without WC). Even though the energy 

TABLE I 
TRAFFIC SUPPORTED BY THE DEVICES 

Type of Device (NE) Type of Traffic 

Electronic Router a Electronic 
Optical Switch b w/ WC Optical (with or without WC) 
Optical Switch b w/o WC Optical (without WC) 
Fiber Optic Optical (without WC) 
Optical Amplifier Optical (without WC) 
3R regenerator Electronic 

a DXC; b OXC. 

Fig. 1.  Schematic representation of the network model with the electronic 
(E) and optical (O) layers. 
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consumption of current node architectures does not scale with 
traffic (the energy demand of heavily loaded devices is only 
3% greater than that of idle ones [12]), energy-aware 
architectures that adapt their performances to the traffic load 
lowering the power requirement under low traffic loads are 
strongly advised and are being designed [1][12]. 
Consequently, we assume that the power consumption of the 
NEs, i.e. both network nodes and links, consists of two factors. 
When turned on, a NE consumes a constant amount of power 
(fixed power Θ) depending on the router size and technology 
(measured in J/s=W) and independent on the traffic load. The 
second factor (proportional power ε) consists of an amount of 
power proportional to type and quantity of the traffic load 
(measured in nJ/bit or, equivalently, in W/Gbps). The overall 
power drained by the WDM network is thus given by the sum 
of the fixed and proportional powers of the NEs subject to the 
current traffic load and varies with the routing of the 
connection requests. This implies that, as the NEs are always 
turned on, the routing optimization process works “only” on 
the proportional power.  

Table II reports the mean values of NEs proportional energy 
consumptions. As we can see, electronic traffic, i.e. traffic that 
undergoes O/E/O conversion, consumes more power than 
optical traffic. In the electronic domain the energy necessary 
for forwarding 1 unit of traffic is 150 times greater than the 
energy needed in the optical domain w/o WC and 50 times 
greater if WC is available in the optical domain. Although they 
are mean values, in our model each NE has its own particular 
energy consumption factor – resulting from the individual 
architecture, technology and configuration – that have been 
obtained by further elaborations of the real measurements in 
[2] and account for fixed and proportional power 
consumptions which is a significant portion of the total 
consumption, according to [4]. 

III. ENERGY-AWARE ROUTING AND WAVELENGTH 

ASSIGNMENT  

In this section, the problem of energy-aware RWA in WDM 
networks with dual power sources has been formulated as ILP 
formulations with different objective functions. In subsection 
III.A, the problem of minimizing the overall GHG emissions 
(MinGas-RWA) is presented, whilst the problem of minimizing 
the overall network power consumption (MinPower-RWA) is 
discussed in subsection III.B. To evaluate the power 
effectiveness and the reduction in GHG emissions of the two 
previous strategies, minimum cost RWA (MinCost-RWA) – i.e. 
energy-unaware RWA – is presented in subsection III.C. 

A. Energy-aware RWA at minimum GHG emissions 
(MinGas-RWA) 

The energy-aware RWA in WDM networks with dual power 
sources (MinGas-RWA) is formalized as an ILP problem. The 
objective is to route the requested lightpaths so that the overall 
network GHG emissions are minimized. Only NEs powered by 
dirty energy sources emit GHGs, whilst NEs powered by green 
energy sources do not emit any GHG at all, according to the 

energy model discussed in Section II.B. The ILP problem can 
be mathematically formulated as follows. 

Input parameters (data) 

• G(V,E): directed graph representing the physical network 
topology; V set of vertices that represent the network 
nodes; E the set of edges that represent the network links; 
|V| = N, |E| = M; 

• aij : number of wavelengths available on link (i, j); 

• ij : length of link (i,j) (in km); 

• Λ : maximum length (in km) of links without need of 
amplification (usually 80/100 km); 

• tsd: number of lightpaths to be established from s to d; i.e. 
{ts,d}s,d∈V  is the traffic matrix; 

• ksd ,π : k-th pre-computed route from s to d;  

• ksd ,ρ : the geographical length of route ksd ,π  (in km); 

• 
nΘ : fixed power of node n; depends on node size/type; 

• 1t
nε : proportional power for transporting one lightpath as 

transparent pass-through traffic at node n; 
• 2t

nε : proportional power for transporting one lightpath as 

opaque pass-through traffic at node n (e.g. 3R 
regeneration or opaque wavelength conversion); 

• 3t
nε : proportional power for add/drop one lightpath at 

node n; 
• 

ijΨ : fixed power for devices in link (i, j), (e.g. optical 

amplifiers); among 3 and 15 W; 
• δij : proportional power for transporting one lightpath 

through link (i, j); it is assumed that each device (e.g. 
OA) on the same link (i, j) has the same fixed and 
proportional power consumption; 

• ksd
nx , identifies the presence of O/E/O conversion at the 

node n: 
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Note that 3R regeneration and opaque wavelength 
conversion are implicitly considered in this matrix and 
this information will be used in the power consumption 
calculus. 

 

TABLE II 
MEAN PROPORTIONAL ENERGY CONSUMPTION SCALING FACTORS OF 

DIFFERENT ROUTING/SWITCHING TECHNOLOGIES1 

Router Technology 
Energy 

Consumption 
Rate (ECR) 

Energy 
Scaling 

Index (ESI) 
P(B) 

Electronic DXC 1.5   W/Gbps 1.5   nJ/bit P = 1.5·B  

Optical OXC w/ WC 0.03 W/Gbps 0.03 nJ/bit P = 0.03·B 

Optical OXC w/o WC 0.01 W/Gbps 0.01 nJ/bit P = 0.01·B 

P: Power consumption function; B: Aggregated bandwidth; 
1 ECR and ESI are different power consumption metrics that may be 

reduced to equivalent values: W/Gbps = (J/s)/(Gbit/s) = J/Gbit = nJ/bit. 
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• the following node attributes model the energy source: 
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  sourceenergy dirty  aby 

 powered islink   if
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sourceenergy green  aby 
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Variables 

• integer wsd,k indicates the number of lightpaths using route 
πsd,k (on the same route there may be several lightpaths 
using different wavelengths); 

• PCG(V,E)  indicates the objective function to be minimized; 

• TCG(V,E)  indicates the overall power consumption of the 
NEs in G(V,E) evaluated in the chosen traffic model; 

• GCG(V,E) indicates the power consumption of the NEs in 
G(V,E) due only to green power sources. 

Objective function 
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The objective (1) is the minimization of the network power 
consumption due to the network elements powered by dirty 
energy sources (as we want to minimize GHG emissions) and 
– among the solutions at minimum power consumption – the 
minimization of the total power consumption of the network, 
as reported in Eq. (2). Eq. (3) sets the overall power 
consumption of the network elements in G(V,E) evaluated in 
the energy model, whilst Eq. (4) indicates the power 
consumption of the network elements in G(V,E) due only to 
green power sources. Constraint (5) selects the routes for the 
lightpaths among the k pre-computed ones and assures that the 
whole traffic demand matrix is satisfied. Constraint (6) ensures 

that the maximum number of lightpaths passing on a link does 
not exceed the number of available wavelengths on that link. 
Constraint (7) imposes the integrality of the ILP problem by 
forcing integer values for the variables wsd,k. Note that the 
fixed power consumptions terms in (3) and (4) are reported 
only for completeness sake but they are not involved in the 
optimization process (as sleep mode is not considered, fixed 
power consumptions are always present and the optimization is 
realized only on the variable energy consumptions). 

B. Energy-aware RWA at minimum power consumption 
(MinPower-RWA) 

The objective of the MinPower-RWA problem is to 
minimize the overall power consumption regardless of the 
energy sources types and, thus, of the GHG emissions. The set 
of the input parameters is the same as the MinGas-RWA 
problem except for the gn and hij vectors which are no longer 
necessary; also, an additional constant ξ is considered, where 

10:
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nξξ . The mathematical formulation of 

MinPower-RWA is the following: 

Objective function 

 ⋅⋅+
ksd

ksdksd
EVG wTCMinimize

,

,,
),( ρξ  (8) 

Constraints 
 constraints (3) (5) (6) (7). 

The objective function (8) is the minimization of the overall 
network power consumption due to fixed and proportional 
power consumed by all the devices installed in the network, 
and – among the solutions at minimum power consumption – 
the minimization of the installation cost (with the assumption 
that the installation cost is proportional to the number of 
wavelengths required and to the length of the chosen 
lightpaths). 

C. Minimum Cost RWA (MinCost-RWA) 

The objective of the MinCost-RWA problem is the 
minimization of the installation cost regardless of the NEs 
energy consumptions and GHG emissions. It will try to 
aggregate as much lightpaths as possible while minimizing 
their physical lengths. 

Objective function 

 ⋅
ksd

ksdksdwMinimize
,

,, ρ  (9) 

Constraints 
constraints (5) (6) (7). 

IV. NUMERICAL RESULTS 

A. Simulation scenario 

In the following we present and analyze the results obtained 
through ILP optimizations exploiting minimum power 
consumption and minimum GHG emissions on the well known 
Geant2 Pan-European core optical network with 16 nodes and 
23 fiber links each with 16 wavelengths [13]. Simulations were 
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performed under different power distribution systems, with 
green energy sources powering 25, 50 and 75% of the NEs and 
randomly generated traffic matrices. Connection requests are 
fully satisfied, i.e., the blocking probability is kept strictly null. 
In order to evaluate the amount of emitted CO2 of the legacy 
energy plants, we consider the carbon footprints illustrated in 
Table III. To solve the ILP problems, the CPLEX software 
tool was used on an Intel® Xeon® 2.5 GHz dual processor 
Linux server. The available memory (physical RAM + swap 
area) amounted to 16 GBytes. To reduce the notable 
requirements in terms of computational and memory resources, 
we first bound the problem dimension by restricting the paths’ 
alternatives to a static set of k pre-computed routes, obtained 
by using a traditional k-shortest paths first (K-SPF) algorithm 
and hence satisfying the traditional network management 
objectives without considering any energy-related information. 
Secondly, we limited the depth of the branch-and-bound/cut 
algorithms after calculating a pre-definite number of integer 
solutions. While such simplification techniques are certainly 
useful to contain the computational burden, the solution they 
produce is only an approximation of the actual optimal (in 
terms of power consumption) virtual network topology built on 
the available physical infrastructure. However in these cases 
the ILP approach maintains its added value, as far as the 
approximated solutions can be close to the exact one. Some of 
the selected paths would probably not be the best ones, but the 
resulting power savings could be substantial without 
significant losses on the other optimization objectives. 

B. Results and discussion 

 The power consumption resulting from the three ILP RWA 

strategies with 50% of the NEs powered by green energy 
sources is reported in Fig. 2. As expected, the MinCost-RWA is 
the most power consuming strategy, whilst the MinPower-
RWA is the best strategy as for the power consumption, but the 
best one as GHG emissions is the MinGas-RWA. Anyway, the 
difference in energy consumption between the two latter 
strategies is lower than 15% in the worst case. This result was 
somehow expected, as the minimum power RWA strategy 
saves as much energy as possible regardless of the sources of 
energy, whereas the minimum GHG emissions may route the 
lightpaths on longer – thus, more energy consuming – paths 
but preferring those NEs that are powered by green energy 
sources. The MinGas-RWA energy consumption curve is 
further decomposed into two parts: the energy consumption 
resulting from dirty (MinGas-RWA dirty) and green (MinGas-
RWA green) energy sources. At low loads, MinGas-RWA 

attempts to use only green-powered nodes, at the expense of 
possibly choosing longer paths. The effect of these suboptimal 
choices is visible at higher loads, when the overall power 
consumption rises more steeply that that of MinPower-RWA. 
This becomes relevant at network loads as high as 75%, 
whereas in the 30% - 70% operating range the savings 
achieved by MinGas-RWA with respect to MinCost-RWA 
remain consistently substantial. As for the energy 
consumption, compared with MinCost-RWA, MinGas-RWA 
saved up to 23% of energy while MinPower-RWA reached 
savings up to 32% of the overall energy consumption. 

Besides the saving in power consumption, MinGas-RWA 
achieves to save also considerable quantity of CO2. For a 
medium loaded network (50% of routed lightpaths), where one 
half of the NEs are powered by green power plants and the 
other half is powered by fuel-based power plants, MinGas-
RWA strategy saves an average of 40,800 kg of CO2 per year. 

In the Fig. 3, we compared the estimated CO2 emissions (for 
one year period) with the three strategies at different network 
loads, where one half of the NEs are powered by green energy 
sources and the other half by fuel-based power plants. As can 
be seen, at low loads the MinGas-RWA strategy achieves 
prominent CO2 savings (only about 33% of CO2 were emitted 
with respect to MinCost-RWA and about 50% relative to 
MinPower-RWA), whilst, as the network load increases, the 
difference between the MinGas-RWA and the MinPower-RWA 
strategies decreases, because at higher loads it becomes more 
and more difficult to satisfy the demand without resorting to 
dirty-powered nodes. In other words, at high loads, minimizing 
the overall power consumption implicitly leads to the 
minimization of the concomitant CO2 emissions, while at 
midrange loads the CO2 savings induced by MinGas-RWA are 
significant. We also explored the power consumptions and 
CO2 emissions when the network is powered with different 
percentages of green energy sources. Results in the Fig. 4 
show that, when a high percentage of the NEs (i.e. 75%) are 
powered by green energy sources, good results in terms of CO2 
emissions are obtained also by RWA strategies that do not take 

TABLE III 
ENERGY PLANTS CARBON FOOTPRINTS  

Type of Energy Plant Emitted CO2 per kWh (in grams)* 

Natural Gas  880 
Fuel  890 
Coal  980 
Nuclear  6 

* Emissions during the use phase only; neither the construction costs nor 
other environmental effects such as fuel preparation and waste dismissal are 
accounted for. Source: ACV-DRD study [2]. 

Fig. 2.  Power consumption vs network load, 50% green power sources. 
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into account the type of energy sources, whilst, when green 
energy sources are scarce (i.e. 25%), a RWA strategy that 
explicitly optimizes the CO2 emissions leveraging the green 
NEs is strongly advised. In the latter case, MinGas-RWA 
would emit only half the CO2 with respect to MinCost-RWA, 
and one third of the CO2 with respect to MinPower-RWA. 
These results show that, using the MinGas-RWA strategy with 
as few as 25% of green energy sources, it is possible to 
considerably reduce the overall network CO2 emissions. 
Besides, even without any change in the power sources, with 
the MinPower-RWA strategy it is possible to save up to 25% of 
the overall network power consumption. 

V. CONCLUSIONS & FUTURE WORKS 

In this paper, energy-aware ILP formulations exploiting dual 
energy sources have been presented along with an energy 
model in which no sleep mode is available but the optimization 
relies only on the traffic-variable power consumption of the 
NEs. Two ILP formulations have been presented: minimum 
power (MinPower-RWA) and minimum GHG emissions 
(MinGas-RWA) strategies with the objectives to minimize 
respectively the absorbed energy and the emitted GHG. 
Results show that the MinPower-RWA strategy may save a 
considerable amount of energy by routing the lightpaths on 
minimum consuming NEs and that the GHG emitted may be 
notably reduced by the MinGas-RWA strategy that prefers NEs 
powered by green energy sources.  

The effectiveness of the ILP formulations may be further 
evaluated according to the network topology and 
heterogeneity. Renewable energy sources may vary their 
availability with time (e.g. solar panels only generates 
electricity during the day). While in the current work we 
handled the availability of green and dirty sources in a static 
way, in future works statistically variable green energy sources 
may be considered within a totally dynamic scenario in which 
the availability of the different types of renewable energy 
sources can be associated with the variations of the day time 
and traffic load (e.g. night/day cycle). 
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Abstract The containment of power consumption and the
use of alternative green sources of energy are the new main
goals of telecommunication operators, to cope with the ris-
ing energy costs, the increasingly rigid environmental stan-
dards, and the growing power requirements of modern high-
performance networking devices. To address these chal-
lenges, we envision the necessity of introducing energy-
efficiency and energy-awareness in the design, configuration
and management of networks, and specifically in the design
and implementation of enhanced control-plane protocols to
be used in next generation networks. Accordingly, we fo-
cus on research and industrial challenges that foster new de-
velopments to decrease the carbon footprint while leverag-
ing the capacities of highly dynamic, ultra-high-speed, net-
working. We critically discuss current approaches, research
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trends and technological innovations for the coming green
era and we outline future perspectives towards new energy-
oriented network planning, protocols and algorithms. We
also combine all the above elements into a comprehensive
energy-oriented network model within the context of a gen-
eral constrained routing and wavelength assignment prob-
lem framework, and analyze and quantify through ILP for-
mulations the savings that can be attained on the next gener-
ation networks.

Keywords Energy efficiency · Energy-awareness ·
Energy-oriented network models · Power consumption
minimization · Carbon footprint minimization · Integer
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1 Introduction

The growing energy requirements for powering and cool-
ing the various devices enabling the up-to-date ICT infras-
tructures, together with the rising energy costs consequent
to the exhaustion of traditional fossil sources, are drawing
an increasing attention to the energetic aspects of ICT in
the modern world. In addition to the economic motivation,
there is also a strong environmental rationale for energetic
concerns. Electricity can be obtained by “dirty” primary en-
ergy sources (e.g. burning oil, gas), releasing in the atmo-
sphere large quantities of fine particles (aerosols) and green
house gases (GHG) contributing to pollution and climate
changes. Alternatively, it can be drawn from “clean” renew-
able sources (e.g. sun, wind, tide) that do not emit GHG
at all during the use phase.1 Both aerosols and GHG are
widely recognized as the major cause for global warming.

1GHG may be emitted during the construction phase; anyway, renew-
able energy sources are beneficial over their entire Life-Cycle [34].
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Fig. 1 Primary energy production and electrical energy generation
taxonomy [1]

Currently, about 30% of worldwide primary energy is spent
for producing electrical energy (with an average yield of
40%), and only a small share comes from renewable sources
(Fig. 1) [1].

It has been estimated that ICT worldwide energy con-
sumption amounts to 7% of the global electricity produc-
tion [1] and the energy requirements of data centers and net-
work equipment are foreseen to grow by 12% per year. Fur-
thermore, with the ever increasing demand for bandwidth,
connection quality and end-to-end interactivity, computer
networks are requiring more and more sophisticated and
power-hungry devices, such as signal regenerators, ampli-
fiers, switches, and routers.

These components tend to increase the energy needs of
global communication exponentially. Hence, it can be eas-
ily foreseen that in the next years the Internet will be no
longer constrained by its transport capacity, but rather by its
energy consumption and environmental effects [2]. In this
scenario, networking equipment consumes about 1% of the
total energy used for ICT, therefore it is important to keep
such component into consideration when analyzing sustain-
able strategies for cutting the energy use. In fact, the amount
of power spent worldwide for network infrastructures can
be globally quantified in the order of tens of gigawatt [1],
and hence limiting power consumption in networks is ex-
pected to significantly reduce the overall CO2 and particle
emission, so that the need for a greener, or—better—energy-
oriented Internet is rapidly becoming a fundamental politi-
cal, social and commercial issue.

At the state-of-the-art, miniaturization and ICT grow-
ing dynamics (i.e., Moore’s and Gilder’s laws [3, 4]) have
not had the expected counterpart in power consumption re-
duction in the networking scenario. Miniaturization has re-
duced unit-power consumption but has allowed more logic
ports to be put into the same space, thus increasing perfor-
mances and, concomitantly, power utilization. Furthermore,
the increased energy-efficiency may lead to decreased sup-
ply costs which may lead to augmented demand and con-
sequent higher overall consumes that overtake the gained
energy savings: a phenomenon called rebound effect (or

Jevons paradox/Kazzoom-Brookes postulate [5]). Thus, de-
spite architectural and semiconductor technology improve-
ments, power consumption of network devices is still grow-
ing almost linearly with bit-rate and traffic volume [1]. As a
consequence, the total power required per node is exploding.
It is hence necessary to adopt a systemic approach that com-
prises state-of-the-art technologies (i.e., energy-efficiency)
and new operation and management strategies (i.e., energy-
awareness) exploiting renewable energy sources, acting in a
cooperative fashion to achieve energy-oriented ICT. There-
fore, energy has to be considered as a novel fundamental
constraint for design, planning, and operations activities in
the networking environment as well as in the whole ICT sec-
tor.

The envisioned future technological innovations are pre-
sented here together with a holistic view of the research
challenges and opportunities that are foreseen to play an
essential role in the coming green era towards sustainable
(thus scalable) society growth and prosperity. Energy is con-
sidered as a novel additional constraint to design, plan and
operate in the ICT systems. The semantic network in Fig. 2
illustrates the energy-oriented paradigm where both effi-
ciency and awareness are used to achieve eco-sustainable
ICT. It is an effort to visualize a framework in which de-
crease the energy consumptions and GHG emissions in the
green Internet. The main factors that will drive this develop-
ment are reported, and a visual clue on how these elements
are connected with each other is given, helping to identify
their relations and co-operations. The paradigm will evolve
accordingly as new requirements and technological innova-
tions come into the arena. The energy-oriented paradigm is
depicted as an undirected graph, where a number of ele-
ments (nodes) and relations (edges) concur to build the com-
plete framework. The connected elements work together and
all the elements collectively contribute to achieve a holistic
systemic approach. The leftmost part represents the highest-
level elements, which control the rightmost lower level el-
ements that are part of the global envisioned solution. At
higher level, starting from the need to consider the energy
consumption as a new constraint, policy should drive the
changes both promoting virtuosos practices and discourag-
ing environmental unfriendly approach: cap and trade, car-
bon offset, carbon taxes and incentives are all viable ways
that governments are just starting to explore. In order for any
solution to be successful, it is necessary to study its whole
life cycle assessment, otherwise it may fall in the rebound
effect and get increased energy consumption and concomi-
tant GHG emissions. At lower levels, three main actors are
highlighted and discussed: a global distributed energy sys-
tem (Smart Grids), green data centers and networking.

In our envisioned framework, renewable energy (e.g. so-
lar panels) should be available in every power-consuming
site in an effort to provide each Internet service provider
(ISP)/data center with its own green energy source. Indeed



Towards an energy-aware Internet: modeling a cross-layer optimization approach

Fig. 2 The semantic network
for the energy-oriented
paradigm in the green ICT era

through an initial capital investment (CAPEX) the organi-
zations that will employ this feature, will get reduced op-
erational costs (OPEX), reduced GHG emissions and re-
duced energy dependency (which in the near future will
mean financial survivability); besides, they may take advan-
tage of the establishing green policies. Following these con-
siderations, we envision a change in the way energy is pro-
duced and distributed. Energy production/consumption will
shift from a current (insufficient and fossil-based) central-
ized model in which few big plants give energy to a whole
geographic region to a distributed model in which a number
of small renewable energy plants are spread over the ter-
ritory (e.g. solar panels on the buildings roofs, mini-eolic
wind mills in the streets, etc.): at every site, energy will be
produced, exchanged, released when in excess and acquired
when needed. This change will be encouraged by a num-
ber of factors: the current worldwide energy shortages, the
rising costs of energy as fossil sources become scarcer, the
need for new alternative and renewable sources of energy
and the growing interests of governments and people into
eco-concerns. In the same way as the cap and trade system,
energy can be bartered and loaned without fees. Energy sup-
ply and demand may encounter reciprocally and exchanges
may happen between neighborhoods at different hours of
the day according to the different demands. The new model
will not replace the existing one, but will come alongside,
with the central system operating only when the renewable
sources are temporarily exhausted or not available at all. En-
ergy consuming facilities in the ICT sector will have access
to several sources of energy, and will be able to switch on
demand between the different energy sources dynamically

acquiring or releasing excessive produced green energy as
needed. In this direction, recent initiatives gathering major
energy operators and providers started to explore intelligent
and automated management of the future electricity distri-
bution networks (see e.g. smart grid initiative in US [6]).
To this extent, energy-awareness will become a fundamental
operational feature, which can be also applied to other indus-
trial sectors. We argue that this model can be extended to pri-
vate houses, business premises, university campuses, ISPs,
public buildings providing distributed green energy plants
that may produce, release and acquire electrical energy (as
well as cold and hot flows) from their neighborhood. Today
in fact the great need is not for more energy, but for better
energy utilization and wastes avoidance should be our pri-
mary objective. Data centers need to be cooled while office
rooms need to be warmed (at least for several months, de-
pending on the latitude). This supply/demand situation may
be exploited by properly exchanging warm and cold flows
between data centers and office rooms with both side ad-
vantages and without costs, with the enabling technology
being an intelligent GMPLS-like control plane. Energy will
change from a perceived cost to a revenue (re)source: sav-
ing energy reduces OPEX and produced green energy can
be traded making revenues. A case in point is that in south-
ern Germany the energy produced by photovoltaic panels
exceeds the demand and a way of storing or exchanging en-
ergy is strongly advised [7]. Also, Google’s 1.6 MW solar
installation is the largest in corporate America at the time
and recently Google has received the authorization to trade
energy [8]. Another promising initiative was initiated by the
administration of Iceland [9] that is promoting data centers
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placement near renewable energy plants. Industries and gov-
ernments that will move first will obtain the greatest benefits
from the new sustainable economy.

In data centers, energy-awareness can be considered from
users’ equipment to software and middleware level down
to hardware resources. In particular, from the user perspec-
tive, the ICT trend is moving towards a network-centric
paradigm, in which energy-hungry end-user equipment (e.g.
PCs) is being substituted by thin clients with low power con-
sumption and high-speed network connectivity (e.g. smart
phones and netbooks), notably incrementing the use of net-
work for connecting them to data centers and content de-
livery networks (CDN). If well managed, this evolution in
the form users connect to the Internet can be properly ex-
ploited to significantly decrease the power consumption of
both data centers and networking. Virtualization may play
an important role in moving computations from the client to
the server-side where data centers placed near renewable en-
ergy plants may execute the computations with lower carbon
footprint with respect to traditionally power consuming (al-
most idle) PCs. Increasing computing density to sites where
green energy is available will be the upcoming challenge
for data centers. This trend will further increase the use of
the network premises and consequently raise the need for
energy-aware ICT network paradigms.

As a very complex combination of heterogeneous equip-
ment, a network infrastructure has to be properly designed
and managed in order to achieve advanced functionalities
with a limited energy budget. Based on the state-of-the-art
technological scenario, to decrease energy consumption in
such networking infrastructures it is possible to operate on
three different dimensions of the problem, according to a
cross-layer approach:

• Including energy-efficiency as the key requirement for the
evaluation of technological advancements is the first fun-
damental step towards energy-oriented networking. New
devices that improve the performance of their predeces-
sors need to be compared with competing technology also
on their power consumption levels.

• Second, all the network designing, building, and oper-
ating actions have to consider energy as an additional
constraint for the success of an energy-aware networking
paradigm. Energy-awareness in network design is based
on the concept of deploying algorithms and protocols
that, taking into consideration the energy requirements,
minimize the aggregate power demand while satisfying
requirements for coverage, robustness and performance.
This implies the adoption of an intelligent control plane
together with the deploying of physical network topolo-
gies that aim at minimizing the number and the consump-
tion of devices that must always be powered on. Also, dy-
namic power management strategies designed to decrease
power consumption in the operational phase may intro-

duce positive effects for the environment and significant
cost savings. Accordingly, energy-aware logical network
topologies can be dynamically built by making maximum
usage of powered-on and highly connected devices ex-
ploiting as much as possible resource sharing by cleverly
reusing switching nodes and fiber strands.

• The final dimension is the introduction of energy-oriented
control plane protocols whose goal is to properly accom-
modate network traffic considering, energy-efficiency,
energy-awareness and renewable energy sources. Daily
and hourly fluctuations in user demands and green elec-
tricity availability may be considered across the involved
network infrastructures/areas, in such a way that the over-
all power consumption and GHG emissions can be opti-
mized. Accordingly, ILP formulations and heuristic meth-
ods can be introduced for calculating the routing infor-
mation subject to power consumption constraints, also
by taking into account the specific kind of energy source
(dirty or renewable) used for powering the traversed net-
work elements (NE).

Starting from the above operating dimensions, we present
a model for the energy consumption aimed at describing and
quantifying the savings that can be attained through con-
trol plane protocols that affect the route/lightpath choice
privileging renewable energy sources and energy efficient
links/switching devices. In this endeavor, we tied together
into a general constrained Routing and Wavelength Assign-
ment problem framework all the features needed by a com-
prehensive energy-aware network model. For both contexts
where information about the GHG impact of the energy
source is available and where it is not, we present Integer
Linear Programming formulations to characterize optimiza-
tion objectives and constraints in a formal and expressive
way, and finally discuss some simulation results, analyzing
the saving attainable.

2 Current approaches and research trends for
energy-oriented networks

In this section we describe the three aforementioned dimen-
sions of the cross-layer approach in network infrastructures,
critically discuss the major issues and provide the basic
grounds to our approach.

2.1 Evaluating technological advances for
energy-efficiency

Technological advances allow having more efficient net-
work devices that consume less and process more bits per
second, according to the “do more for less” paradigm. Such
solutions are usually referred to as eco-friendly. Currently,
the power requirement for electronic network devices is
scaling almost linearly with their total aggregate bandwidth.
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Fig. 3 Evolution of the bandwidth capacity and energy-per-bit consumption [1]

In particular, the energy-per-bit (measured in nJ/bit) de-
creased approximately by a factor of 100 in the last 10 years
while the bandwidth capacity has increased by a factor of
1000 in the same time frame, thus—assuming that the de-
mand almost equals the supply—the energy consumption
increment is in the order of 10 times more than 10 years ago
(Fig. 3). In other words, technological advancements fore-
seen by Moore’s law have not been fully compensated by
the same decrease in the energy-consumption.

The essential reason is that, despite the astonishing per-
formance improvements in terms of transmission and for-
warding capabilities observable today in networking de-
vices, the energy dedicated to the primary functions of rout-
ing and switching is not exploited in the best possible way.
The fundamental cause of energy consumption in network-
ing equipment is the loss effect experienced during the trans-
fer of electric charges, due to imperfect conductors and elec-
trical isolators. Here, the exact consumption rate depends on
the transition frequency and the number of gates involved,
together with fabrication features (such as architecture, de-
gree of parallelism, operating voltage, etc.). These values
can be improved by industrial advancements but only to a
certain extent, since there are physical bottlenecks inherent
in the electrical switching technology involved. Therefore,
traditional electrical networking can be considered as inad-
equate to support the emerging carbon footprint reduction
requirements. Indeed, the power consumption of the actual
electronic routing/switching matrix and line interface cards
is, quite surprisingly, almost independent from the network
load and can reach hundreds of kW for large multi-shelf
configurations [10, 11]. Experimental energy consumption
measurements [10] on several electronic routers show that in
current architectures almost one half of the energy consump-
tion is associated to the base system and up to another half
to the active line cards. The traffic load only affects power
consumption by a 3%; in other words, the energy demand

of heavily loaded devices is only about 3% greater than that
of idle ones. These results suggest that it is necessary to de-
velop energy-efficient architectures exploiting the ability of
putting into energy saving mode some subsystems (e.g. line
cards, input/output ports, switching fabrics, etc.) in order
to minimize energy consumption whenever possible. It has
been also demonstrated [12] how consumption depends on
the packets size and on the bitrates of the links. Traffic flows
characterized by bigger packets need less energy than those
made of smaller ones, due to the lower number of head-
ers that have to be processed. Analogously, a circuit-based
transport layer may reduce energy consumption with respect
to a packet-switched one (Fig. 4). Although routers require
more power when working at higher throughputs, if the per-
bit power consumption is considered, larger routers operat-
ing within the core consume less energy per-bit than smaller
ones located on the edge [13, 14], thus the power consump-
tion will be greater on the network edge and smaller within
the core, due to the higher traffic aggregation in the network
core with respect to the edge.

Besides offering huge data rates (theoretically up to 50
terabits per second in a single fiber [15]), limited distur-
bance, and low cost, optical communication technology re-
quires very low energy for the transmission of signal—light
pulses—over the optical fibers. Furthermore, wavelength di-
vision multiplexing (WDM) technology (sending several in-
dependent optical signals in the same fiber cable using dif-
ferent wavelengths—80 wavelengths devices are commer-
cially available) has dramatically increased the available
bandwidth and greatly reduced energy consumption (Fig. 4).
For comparison, an Optical Cross-Connect node (OXC)
with micro-electro-mechanical system (MEMS) switching
logic consumes about 1.2 W per single 10 Gb/s capable in-
terface, whereas a traditional IP router requires about 237 W
per port [1].
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Fig. 4 Comparison of the total power consumption vs the aggregated bandwidth for electronic (left) and optical (right) router/switch technolo-
gies [1]

Table 1 Energy/power consumption as function of the aggregated bandwidth

Router technology Energy Consumption Energy Scaling Power consumption (P )

Rate (ECR) Index (ESI) as function of the

aggregated bandwidth (B)

Electronic DXC 3 W/Gbps 3 nJ/bit P = 3 · B
Optical OXC with conversion 0.062 W/Gbps 0.062 nJ/bit P = 0.062 · B
Optical OXC w/o conversion 0.02 W/Gbps 0.02 nJ/bit P = 0.02 · B

ECR and ESI are different power consumption metrics that may be reduced to equivalent values, in fact it holds that: W/Gbps = (J/s)/(Gbit/s) =
J/Gbit = nJ/bit

Many reference metrics can be used when comparing
the energy consumption of networking equipment. The En-
ergy Consumption Rate (ECR) [16], targeted towards high-
end packet-based network and telecom equipment, defines
a testing methodology and expresses the energy consump-
tion per maximum throughput, typically Watt/Gbps. ECRW
is a similar weighted metric that also takes into account off-
peak and idle conditions. The Energy Scaling Index (ESI)
is a metric to compare the efficiency of switching devices;
the ESI corresponds to the switched aggregate bitrate of-
fered for each Watt of energy budget. In Table 1 we report
the mean energy/power consumptions for different router
technologies under several energy metrics derived from real
devices energy consumption values [1]. Electronic routing
devices need 150 times more power than optical ones to
route the same amount of traffic without wavelength conver-
sion (WC), and nearly 50 times more than optical devices
with WC. In electronic routers, an increase of 1 through-
put unit corresponds to an increase of 3 units of power con-
sumption; the same increase in an optical node performing
WC corresponds only to an increase of 0.062 units of power
consumption and to 0.02 units not supporting it.

However, as far as the optical signal still needs to be con-
verted into the electronic domain (such as in current opaque
optical network equipment) the power requirement will re-
main remarkably significant. Therefore, there is much room

for improvement towards entirely optical networks, where
most of the processing—ideally, all of it—is done at the op-
tical layer, with the associated energy savings. Nevertheless,
points of electronic processing are still necessary. At differ-
ent network levels (access, metro, and core) electronic pro-
cessing is required in order to aggregate low/medium band-
width client signals into higher capacity flows—a process
known as traffic grooming—and achieve high usage percent-
age of transmission links, reducing the required number of
active node ports. At network interface points, the electronic
level still seems to be desirable to maintain well distinct
and separated Service Level Agreements (SLA) responsi-
bilities between clients and operators. Furthermore, exhaus-
tive network monitoring is currently possible only by con-
verting and analyzing the signal into the electronic domain.
Complete optical signal regeneration (“3R” regeneration: re-
amplification, re-shaping, re-timing) is commercially avail-
able only by means of electronic energy-expensive process-
ing devices (typically 60 W per wavelength/channel). There-
fore, 3R regeneration should be avoided as much as possible
in planning, designing and managing new paths through-
out an optical infrastructure. On the contrary of 3R signal
regeneration, optical signal amplification (1R regeneration)
may be done entirely in the optical domain and should be
used to extend the reach of optical fibers without any elec-
tronic conversion. Thus, instead of using energy-hungry 3R
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regeneration, it is preferable to use optical amplifiers (ev-
ery 80–100 km) so that the other end of the fiber can be
reached without 3R regeneration, with optical add and drop
multiplexers (OADM) inserting and extracting client signals
when needed. Commercially available optical amplifiers are
mainly based on the erbium doped fiber amplifiers (EDFA)
technology, while semiconductor optical amplifiers (SOA)
are emerging as possible candidates to replace EDFA. Cur-
rently, EDFA are more performing (higher gain, lower in-
sertion loss, noise and cross-talk effects) than SOA but have
also higher energy consumption (respectively 25 W and
3 W). As SOA technology will evolve and reach EDFA per-
formance, SOA will become the default choice for achieving
low-energy optical signal amplification into future long haul
optical fibers. In addition to the use of low-power SOA, the
use of dispersion compensation fibers (DSF: ITU-T G.653,
NZ-DSF ITU-T G.655/656) instead of “simple” single mode
fiber (SMF: ITU-T G.652) will reduce the dispersion of the
optical signal traversing the fiber and reduce the number of
required optical amplifiers.

A research field related to optical networking promising
further power savings is optical logic. It consists in incorpo-
rating photonic functionality in silicon very-large-scale in-
tegrated (VLSI) circuits and it is considered a natural choice
for optical networks because it could provide the ability to
build optoelectronic systems with integrated control elec-
tronics. It is also argued that the energy cost of converting
data from the optical to the electronic domain and back is not
inherent to the fundamental physics of such conversions, so
that a properly designed integrated approach may help re-
duce this cost. However, optical logic remains challenging
and one of the toughest issues is power absorption. Opti-
cal logic would indeed lose much of its attractiveness if it
would consume more energy than regular silicon. Current
silicon CMOS devices operate with energies in the range
of femtojoules per operation and future transistors are ex-
pected to evolve towards capacitances of tens of attofarads
(and therefore energies of tens of attojoules for operation at
the expected voltage levels), and matching these values is a
demanding target for natively optical devices [17].

New ideas are also emerging in the evolution of core net-
working and the converged transport and Ethernet for car-
rier networks. Driven by high-definition video and network
computing, the bandwidth requirements are doubling every
18 months and Terabit Ethernet is forecasted to be needed
as early as in 2015–2017 [18]. The IEEE 802.3 Working
Group and ITU-T Study Group 15 have recently established
draft standards for 100 Gigabit Ethernet [19]. These will
call for the development of new optical transceivers, whose
power requirements have been constrained at an 80 W max-
imum power consumption and maximum temperature of
70°C. While technology and component reuse is already es-
tablished as a driver orienting decision about the next leap

in speed of Ethernet, power consumption issues does not
seem to have yet reached the same importance. The advent
of 100 Gb Ethernet will bring many advantages related to
the reduction of the required energy. In particular, the price
and power consumption of one 100 Gb interface will be sig-
nificantly lower than those of ten 10 Gb interfaces, and the
efficient use of the DWDM links will limit the recourse to
parallel links. However, the transition phase must be prop-
erly planned and managed. Not every operator will invest
into 100 GbE at the same time. Thus, it is important that
power awareness will be considered at all levels, according
to cross-layer optimization principia, to obtain immediate
benefits.

The choice of transport technology in access networks
may also be a strong enabler for energy-efficiency. At the
state-of-the-art, the vast majority of the energy consumption
can be attributed to fixed line access connections. Today,
access networks (“the last mile”) are mainly implemented
with copper based links and technologies such as ADSL
and VDSL, whose energy consumption is very sensible to
increased bitrates. The trend is to replace such technologies
with fiber infrastructure, especially in the emerging coun-
tries in which new installations are being deployed from
scratch. In access networks, the energy consumption scales
basically with the number of subscribers, so that the mas-
sive diffusion of fiber to the home (FTTH) in place of old
copper xDSL access links would have the dual benefit of
dramatically increasing the access bandwidth and decreas-
ing energy consumption. For comparison, a single ADSL
link consumes about 2.8 W, while using a gigabit-capable
passive optical network (GPON) as the access infrastructure
will reduce the consumption to only 0.5 W, an improve-
ment of about 80% for a potentially very high number of
users. Such ongoing replacement is moving the problem to
the backbone networks, where the energy consumption for
IP routers, driven by the ever increasing bandwidth require-
ment, is becoming a bottleneck [20, 21].

Estimating the global footprint accurately is in many
cases highly complex. The specific equipment density and
hardware integration, heat dissipation and power supply
specifications must also be kept in mind as fundamental
parameters for energy efficiency, when considering collat-
eral energy charges such as cooling and power conversion.
The Power Usage Effectiveness (PUE), defined by the Green
Grid [22], measures the efficiency of an ICT facility as the
ratio of total amount of power used by the facility to the
power delivered to the equipment, thus assessing the frac-
tion of energy consumption due to, e.g., the HVAC (Heating
Ventilation and Air Conditioning), the UPS (Uninterruptible
Power Supply) subsystems and the lighting facilities. A PUE
value of 2 is the current average, meaning that HVAC and
UPS double the energy requirements [13]. In this scenario,
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overcooling can be considered as the main collateral en-
ergy drain and further gains can be obtained by using com-
putational fluid dynamics and introducing contained cool-
ing strategies. The use of cold aisles ducted cooling or in-
rack cooling systems help to keep the volume of fluid being
cooled at a reasonable minimum. Outlet air can be vented
directly to the outside, or preferably reused for space or wa-
ter heating elsewhere in the building as required with the
consequent improvements in energy and carbon footprint.

The above issues become more and more significant
when a network is to be built from scratch or network up-
grade decisions need to be taken. In these cases, it is neces-
sary to choose equipment and network topology considering
not only performance and cost but also the energetic bud-
get: the usual trade-offs in capital (CAPEX) and operational
(OPEX) expenditures between design decisions will have to
be evaluated under an energy-efficiency perspective. The ef-
fort should be twofold: on one side, developing commer-
cially available all-optical devices that perform wavelength
conversion and 3R regeneration without the need of energy
expensive electronic devices; on the other side, planning the
network in such a way that 3R regeneration is not needed at
all.

2.2 Designing, building, and operating energy-aware
networks

Current network design, configuration and management
practices are based on deploying and maintaining infrastruc-
tures that are extremely reliable, provide performance that
enables competitive SLAs, and offer a set of features and
services that are attractive to a broad range of customers. To
accomplish these goals, network architects typically con-
ceive network infrastructures that are densely meshed, with
many redundant interconnections between nodes, so that
many alternative paths can provide multiple reachability op-
tions between geographically distant sites. Also, fair load
balancing has always been a predilection of network de-
signers and maintainers, because it increases the possibility
of putting new traffic into the network. Since the traffic de-
mand may not be known in advance, network operators need
to ensure that they have sufficient free capacity for any de-
mand that may reasonably emerge in the operating lifetime
of their infrastructure.

When designing the layout of large scale infrastructures,
it is desirable to find a good balance between the compet-
ing needs to avoid as many electrically-powered hops as
possible (to reduce the power consumption at intermediate
switching nodes or regenerators) and to not transmit data
over excessively long stretches, because it’s more energy-
expensive to move data farther. Furthermore, traffic dynam-
ics often present notably changes over time, resulting in dif-
ferent network usage between peak hours and the rest of the

day. In these cases, the network has to be dimensioned to
handle the maximum load, to satisfy the users’ demand in
peak hours, but the deployed connectivity resources risk to
remain under-utilized by a wide margin for most of the time,
giving rise to significant energy waste and unnecessary op-
erating costs. It should be considered that it is possible to
run only the part of the infrastructure that is really required
at any time. This is an opportunity that cannot be missed
and hence it is necessary to develop energy-efficient archi-
tectures exploiting the ability of selectively shutting down
some links or putting into energy saving mode some de-
vices or subsystems (e.g. switching fabrics, line cards, in-
put/output ports, etc.) in order to minimize energy consump-
tion whenever and wherever possible. Accordingly, adaptive
power management strategies designed to decrease power
consumption in the operational phase may introduce pos-
itive effects for the environment and significant cost sav-
ings, as a consequence of the reduced energy usage. Max-
imizing the reuse of energy-conservative transmission links
and powered-on, highly connected devices—in contrast to
spreading traffic on all the available switching nodes, fibers,
and paths—power consumption can be drastically reduced
by temporarily switching off unused devices and line cards.
Because such “sleep mode” strategy can be implemented
at different levels of granularity, the chosen scheme needs
to be very flexible and ensure the potential to save energy
as soon as few end-customers are disconnected. Nodes may
be put into sleep completely (per-node sleep mode) or par-
tially (per-interface sleep mode). However, we deem that a
drastic energy containment strategy such as per-node sleep
mode is too simplistic and its effectiveness on real world
network environments is questionable due to the undeni-
able impacts on the carrier-level network economy both in
terms of capital (making connectivity investments partially
useless) and operational expenditures (reducing the mesh-
ing degree and hence resiliency and traffic engineering ca-
pabilities). Furthermore, state-of-the-art consumer electron-
ics used in broadband infrastructures are typically designed
to enable maximum performance in an “always on” mode
of operation. By leveraging on hardware equipment similar
to those used in laptops, supporting fast “sleep” or “low-
power” modes, next generation networking devices will
have an outstanding opportunity to efficiently reduce their
power consumption when not in use. These may comprise
energy proportional computing techniques, meaning slow-
ing down CPU (Central Processing Unit) clock for inactiv-
ity periods or “simply” reducing execution speed for energy
saving purposes. Fast full-clock return procedures will be
needed in order to achieve the desired level of system re-
sponsiveness. Introducing these technologies in networking
hardware architectures will imply a shift from the “always
on” to the “always available” paradigm, where each device
can spontaneously enter a sleep or energy saving mode when
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it is not used for a certain time and quickly wakes up or re-
stores its maximum performance on sensing incoming traf-
fic on its ports. On the other hand, putting into sleep mode
at interface level may have some sense, in particular high
speed ones, since typical commercial off-the-shelf (COTS)
devices drastically improve their consumption when trans-
mitting at their maximum rates. However, the support of
sleep mode at the single interface or linecard level also re-
quires modifications to current router architecture and rout-
ing protocols. In fact, an interface put into sleep mode may
not respond to periodic hello messages of the routing pro-
tocol and be classified as “down”; consequent link state ad-
vertisement messages will spread along the network inform-
ing that the interface is down, causing stability problem to
the convergence of the routing (or spanning tree) algorithm.
For these problems, more than a static sleep mode, a per-
interface “wakeup on activity” or “downclocking” mecha-
nism [23] may be more viable and effective solutions. In the
first case, the transmission on single interfaces is stopped
when there is no data to send and quickly resumed when
new packets arrive. To do this, the circuitry that senses pack-
ets on a line is left powered on, even in sleep mode. This
mechanism can be implemented by introducing the concept
of Low Power Idle (LPI) [24], which is used instead of the
continuous IDLE signal when there is no data to transmit.
LPI defines large periods over which no signal is transmit-
ted and small periods during which a signal is transmitted
to refresh the receiver state to align it with current condi-
tions. Alternatively, the ability to dynamically adapt the link
rate according to the real traffic needs can be another effec-
tive technique to reduce power consumption (Adaptive Link
Rate, ALR). Operating a device at a lower frequency can
enable reductions in energy consumption for two reasons.
First, simply operating more slowly offers some fairly sub-
stantial savings. Second, operating at a lower frequency also
allows the use of dynamic voltage scaling (DVS) that re-
duces the operating voltage. This allows power to scale cu-
bically, and hence energy consumption quadratically, with
operating frequency [25]. The adaptive link rate speed con-
trol mechanisms [26] aims at dynamically adapting the link
speeds and interface behavior to the current network load
by using some specific thresholds. In [14] it is shown that
the energy consumption does not depend on the data being
transmitted but only depends on the interface link rate, and
hence is throughput-independent. In particular, faster inter-
faces require lower energy per bit than slower interfaces,
although, with ALR, slower interfaces require less energy
per throughput than faster interfaces, due to the higher fixed
power consumption of faster interfaces circuitry. In such a
context, circuit over-provisioning may lead to decreased op-
erational costs (OPEX) at the expense of increased capital
expenditures (CAPEX), i.e. a network interface may be pro-
visioned with different circuits, say a low and a high speed

one, and may switch between one or the other according to
the required data throughput. It is also observed that for cur-
rent technologies the energy/bit is the same both at 1 Gbps
and 10 Gbps, meaning that the increase in the link rate has
not been compensated at the same pace by a decrease in
the energy consumption. After long discussion about which
technology between ALR or LPI should be introduced into
the Energy Efficient Ethernet (EEE), the IEEE 802.3 EEE
Study Group chose in favor of LPI to reduce the energy con-
sumption of a link when no packets are being sent. In [23]
the LPI with packet coaliscing was used to improve the ef-
ficiency of EEE while keeping the introduced packet delays
under tolerable bounds.

In addition, resiliency to failures can be very energeti-
cally inefficient when implemented through the provision
of 1 + 1 protection, since usually equipment stays always
turned on for fast failure recovery, but is used very rarely—
only when a failure occurs. Several alternatives to this stan-
dard scheme may reduce the energy consumption induced
by protection. For example, resiliency can be provided with-
out having redundant equipment stay in the fully operating
state all the time, but rather keeping it down-clocked with
fast wake-up capability, taking care that it is compatible with
industry-standard path/span protection switch times (50 ms).

2.3 Energy-oriented control plane protocols

By considering the problem from the perspective of the top-
most layers, it can be envisioned that the future green net-
work will be based on a highly adaptive and reconfigurable
transparent optical core. Several optimizations can be per-
formed according to a “cross-layer” approach, whereby is-
sues arising at the physical layer (e.g., energy consumption)
can be handled at higher layers (typically within the con-
trol plane), through appropriate routing and signaling prac-
tices. Introducing energy-awareness in the network control
plane is based on the concept of placing network traffic over
a specific set of paths (and hence sequences of nodes and
communication links) so that the aggregate power demand
is minimized while end-to-end connection requirements are
still satisfied. Every time a new path is established between
any pair of nodes, traffic between these nodes will be routed
on it as if in presence of a direct “virtual” connection be-
tween them, by creating the abstraction of a logical net-
work topology on top of the physical one. Energy-oriented
logical network topologies can be dynamically built by op-
timizing the choice of energy sources in such a way that
renewable sources are preferred when available, possibly
with a trade-off between path length and carbon footprint.
In fact, network elements may have dual power supply: the
always available power coming from dirty energy sources
and the not always available power coming from green en-
ergy sources. Consider, for instance, the availability of en-
ergy produced by solar panels; it is strongly correlated with
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Fig. 5 The energy-oriented network infrastructure

the time of the day, since it is known that no energy will be
produced during the night and that some energy is expected
to be produced during the day. Such knowledge should be
included in the control plane algorithms for energy-aware
routing, signaling and resource allocation, implementing an
automatic follow the sun paradigm. As another example,
we can imagine some equipment powered by wind energy
where power supply is a pseudo-random process depend-
ing on the availability of wind. Due to the inertia of the
power generating mechanisms and batteries, a drop in the
wind power does not result immediately in a power genera-
tion drop. Hence, if wind stops, it is possible to reconfigure
the network dynamically, to consider the new distribution of
available clean energy and re-optimize its carbon footprint.
Differently from the case of the daylight, whose duration
is known in advance, a decrease in wind strength is much
more unpredictable and the warning time is shorter. This
should be only handled with adaptive and efficient rerout-
ing mechanisms implemented within the network core. For
this reason, it is necessary to develop novel routing schemes
and resource allocation mechanisms that take advantage of
the early notification of the forecast power variation of clean
sources with time-varying power output [10]. Furthermore,
another interesting perspective in energy-aware networking
comes from linking traffic routing to the different avail-
able electricity prices, dynamically and continuously mov-
ing data to areas/devices when and where electricity costs
are lower.

Energy-awareness may be implemented at the applica-
tion layer, e.g. in an energy-aware DNS (Domain Name Sys-
tem), bringing advantages both to data centers and network-
ing. As an example, a content distribution network (CDN)
is made up of several data centers located in several dis-
tant sites (e.g. Europe and US). Usually, each data center
contains replicated data for security and load balancing pur-
poses. So, large bursts of data have to be transferred be-
tween the sites. Among the different possible paths, the
most energy-efficient ones may be chosen for transferring
the data. Similarly, users’ requests to access the CDN con-
tents may be redirected to the current lowest carbon foot-
print data center by the energy-aware DNS constrained on
the current energy supplies. These concepts are illustrated
in Fig. 5, in which the following scenario is depicted. The
WAN core network is a dynamically reconfigurable trans-
parent WDM network and the access network is based on
an energy-efficient passive optical network. The data cen-
ters sites 10.10.0.1, 10.10.0.2, 10.10.0.3 are part of the same
CDN and data is mirrored among them with high-speed data
transfers through the optical core using lightpaths (not rep-
resented here) chosen by an energy-aware routing proto-
col. Some data centers and routers are equipped with dual
power supply (in sites where renewable energy source are
available): the green energy source and the legacy always-
available fossil-based energy source. The control plane is
aware of the type of energy source that is currently pow-
ering routers and servers. When the green energy source is
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temporarily not available or the accumulated energy in the
batteries is exhausted (for example because night has fallen
or the wind has stopped), the UPS at the site switches to the
fossil-based power supply without any energy interruption.
Within data centers, a subset of servers is automatically put
into sleep mode when the current load allows it. In the core
and access networks, the unused network interfaces and the
corresponding links and amplifiers/regenerators are dynam-
ically put into sleep mode using an energy-aware control
plane. Following a planning stage, end users premises are
connected to two access points (or two line cards of a single
access point), such that one access point (or one line card)
can go to sleep mode as soon as a suitable number of clients
are turned off and require no network activity. When a user
(top-left corner) needs to download a file from the CDN, a
query is made to a green DNS server that knows how the
CDN servers that hold the desired file are currently pow-
ered up: server 10.10.0.1, although provided with the dual
power supply, is currently powered up by the fossil-based
energy plant because it is night; server 10.10.0.2 is using ex-
clusively electricity generated by a coal power plant, while
server 10.10.0.3 is currently powered up by clean energy and
hence its IP address is returned by the DNS server. In this
way, a paradigm shift towards energy-oriented networks and
data centers is capable of sustaining the growing traffic rates
while limiting and even decreasing the power consumption.

In order to support all the above adaptive behaviors,
energy-related information associated to devices, interfaces
and links need to be introduced as new constraints (in ad-
dition, for instance, to delay, bandwidth, physical impair-
ments, etc.) in the formulations of dynamic routing algo-
rithms and heuristics. Down-clocking or enhanced sleep
mode features should be handled as new features in the net-
work element status that need to be accounted for at both
the routing and traffic engineering layer, and such infor-
mation must be conveyed to the various network devices
within the same energy-management domain. This clearly
requires modifications to the current routing protocols and
control plane architecture. For example, the existing rout-
ing (OSPF-TE, IS-IS) and signaling (RSVP-TE, CR-LDP)
protocols within the GMPLS traffic-engineering framework
may be extended to include energy-related information such
as the power consumption associated to a specific link and
the type of energy source currently used by the entire de-
vice. This can be easily accomplished by introducing new
specific type-length-value (TLV) fields in IS-IS or opaque
Link State Advertisements (LSA) in OSPF. Analogously,
the same information has to be handled by signaling pro-
tocols such as RSVP-TE and CR-LDP to allow the request
and the establishment of power-constrained paths across the
network (i.e., path traversing only nodes powered by renew-
able energy sources or crossing only low-power transmis-
sion links).

However, in many cases, the carbon footprint improve-
ments may be achieved at the expense of the overall net-
work performance (e.g. survivability, level of service, sta-
bility, etc.), which can in turn be compensated through over-
designing (increase of CAPEX) or over-provisioning (in-
crease of OPEX). This implies that the new routing algo-
rithm empowering the energy-aware control plane should be
driven by smart heuristics that always take into account the
trade-off between network performance and energy savings.
In fact, by putting equipment or components that consume
energy into a low energy consumption mode (e.g., nodes,
line cards, links), or creating traffic diversions driven by rea-
sons different from the network load, we implicitly reduce
the network available capacity and hence paths tend to be
longer and/or more congested, decreasing the overall trans-
mission quality.

3 Modeling a cross-layer energy optimization
framework for wavelength routed optical networks

Starting from the above considerations, we propose the in-
troduction of energy-awareness into control plane protocols
whose goal is to properly condition all the route/lightpath
selection mechanisms on relatively coarse time scales by
privileging the use of renewable energy sources and energy
efficient links/switching devices, simultaneously taking ad-
vantage from the different users demands across modern
wavelength routed network infrastructures, in such a way
that the overall power consumption can be optimized. In do-
ing this, we tried to combine, on each involved layer, all
the notable features that a comprehensive energy-aware net-
work model should have and put them together into a gen-
eral constrained routing and wavelength assignment prob-
lem framework. Such problem has been modeled through
integer linear programming to better characterize its formu-
lation in terms of optimization objectives and constraints.
Clearly, the ILP formulation, while effective in its formal-
ism and descriptive power, is inherently static and hence
implies a-priori knowledge of the entire traffic matrix to be
solved at optimum; furthermore, the RWA ILP can be re-
duced to a single-commodity NP-complete problem. Any-
way, for each real implementation perspective we need to
assume that each node is capable to interact and cooperate
with its neighbors by using a GMPLS or ASON-like control
plane intelligence, enabling the exchange of the aforemen-
tioned energy-related information.

3.1 Basic modeling choices and assumptions

Defining a sustainable and effective model for energy con-
sumption is the essential prerequisite for introducing power
awareness within the wavelength routing context. A broad
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Fig. 6 Power consumption
functions for various size
electronic routers

variety of devices contribute to power adsorption in a
WDM network: OADM, regenerators, amplifiers, “opto-
electronic” and totally optical routers and switches. Each of
these devices draws power in a specific way, which may also
depend on the relationship between different devices or the
components of more complex structures such as switches.
In addition, NEs may be powered either by green or dirty
energy sources statically assigned to each at the network
topology definition time, therefore a differentiation between
energy sources is required at the control plane level. In or-
der to formally characterize the energy consumption of net-
work elements we propose a comprehensive analytic model
based on real energy consumption values and in line with the
theoretical grow rate predictions encompassing new energy-
aware architectures that adapt their behavior with the traffic
load in order to minimize the energy consumption. Such
an energy model characterizes the different components
and sub-systems of the network elements involved. It pro-
vides the energy consumptions of network nodes and links
of whatever typology and size and under any traffic load.
The efforts in the developing of such an energy model have
been focused on realistic energy consumption values. For
this scope, the energy model has been fed with real val-

ues and the energy consumption behavior of NEs has been
crafted in order to match with the state-of-the-art architec-
tures and technologies. At this extent, future energy-efficient
architectures with enhanced sleep mode features have been
considered and implemented in the energy model. The en-
ergy model is based on a linear combinations of energy con-
sumption functions derived from both experimental results
[1, 10, 13, 26, 27] and theoretical models [6, 28]. Besides,
following the results reported in [13, 29, 30], the power con-
sumption has been divided into a fixed and a variable part;
fixed part is always present and is required just for the device
to be on; variable part depends on the current traffic load on
the device and may vary according to different energy con-
sumption functions. We chose [31] a linear combination of
two different functions (logarithmic and line functions) and
weighted them depending on both the type of traffic and
the size of the NE, in order to obtain a complete gamma of
values and thus adapting its behavior to the most different
scenarios. In particular, in our energy model we managed to
obtain that larger routers consume less energy per bit than
the smaller routers (Fig. 6), as reported in [13, 14] and that
electronic traffic consumes more energy per bit that optical
traffic (Fig. 7), as reported in [1, 29]. Wavelength conversion
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Fig. 7 Power consumption
functions for electronic and
optical routers

and 3R regenerations have a not negligible power consump-
tion, which is accounted for in the model. Finally, links have
an energy consumption that depends on the length of the
fiber strands and thus on the number of optical amplification
and regeneration needed by the signal to reach the endpoint
with an acceptable optical signal-to-noise ratio (OSNR).

The power consumption functions of three routers of dif-
ferent sizes are reported in Fig. 6. Each router may support
different types of traffic, each defined by a different curve
(Fig. 7). In the example, the thicker lines represent the power
required by a given type of traffic (e.g. electronic traffic).

We can observe that, according to our model, the larger
the router, the larger the total energy consumption, as the
fixed part notably contributes to (half of) the energy con-
sumption. But if we focus only on the variable power con-
sumptions, we observe that, for example, a traffic load of
2 Tbps, requires as much as 3 kW in the smaller router,
about 1.5 kW in the medium one and just 1 kW in the larger
router. In this way, we managed to obtain that greater routers
consume less energy per bit than smaller ones, as reported
in [13, 14]. Note also that the overall energy consumption
scales linearly with the size of the router and that half of the

energy consumption is due to the fixed part and the other
half to the variable part, according to literature source [10].

In detail, at the basis of our model we consider wave-
length-routed networks and, for the sake of generality, light-
paths that may have different bitrates (i.e., different band-
width requirements, according to the particular SLA on the
QoS of each client). The power required for transporting one
lightpath will vary with its bitrate, so we consider as traf-
fic unit the bps (bits per second). Network nodes may be
electronic routers (digital cross connects, DXC) or optical
switches (optical cross connects, OXC) connected by fiber
links with up to λ wavelengths on each. The network is rep-
resented (Fig. 8) as a multigraph G = (V ,E) with |V | = N

nodes and |E| = M edges (one for each wavelength λ in the
optical layer).

We assume that the traffic is unsplittable, i.e. a traffic
demand is routed over a single lightpath. In addition, we
explicitly considered the influence of traffic on power con-
sumption by using realistic data for traffic demands, network
topologies, link costs, and energy requirements of single net-
work elements. Specifically, the amount of power consumed
by the NEs depends on the type of device and on the type
and load of traffic that it is currently supporting (e.g. an
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Fig. 8 Schematic representation of the network model with the elec-
tronic (E) and optical (O) layers

OXC may support transparent optical traffic with or with-
out WC). Even though the energy consumption of current
node architectures does not scale with traffic (the energy
demand of heavily loaded devices is only 3% greater than
that of idle ones [10]), energy-aware architectures that adapt
their performances to the traffic load lowering the power re-
quirement under low traffic loads are strongly advised and
are being designed [29]. Consequently, we assume that the
power consumption of the NEs, i.e. both network nodes and
links, consists of two factors. When turned on, a NE con-
sumes a constant amount of power depending on the router
size and technology (measured in J/s = W) and indepen-
dent on the traffic load (fixed power �). The second factor
(proportional power ε) consists of an amount of power pro-
portional to type and quantity of the traffic load (measured
in nJ/bit or, equivalently, in W/Gbps). The overall power
drained by the WDM network is thus given by the sum of
the fixed and proportional powers of the NEs subject to the
current traffic load and varies with the routing of the con-
nection requests. This implies that, as the NEs are always
turned on, the routing optimization process works “only”
on the proportional power. The power consumption func-
tions of an electronic and an optical router are reported in
Fig. 7 (optical router values not in scale). Three types of
traffic are represented: (1) electronic traffic in the electronic
router and (2) optical traffic with and (3) without WC in the
optical switches. The Table 2 reports the types of network
element and the corresponding supported traffic types. Note
that each type of traffic accounts for different power con-
sumption when traversing NEs, as explained in the follow-
ing. We observed that the electronic traffic grows quickly
with respect to the optical traffic and that, among the optical
traffic, the WC actually consume a not negligible quantity
of energy. As the power consumption functions are obtained
by linear combinations of the logarithmic and the line func-
tions, the complete gamma of slopes can be represented by
the actual curves.

We also assume that all the nodes have the possibility to
convert wavelengths, either in the electronic or in the opti-
cal domain, depending on their technology. In the electronic

Table 2 Traffic supported by the devices

Type of device (NE) Type of traffic

Electronic routera Electronic

Optical switchb with WC capability Optical (with or without WC)

Optical switchb without WC capability Optical (without WC)

Fiber optic Optical (without WC)

Optical amplifier Optical (without WC)

3R regenerator Electronic

aDXC
bOXC

domain, the full range of operations is supported: wave-
lengths routing/switching, wavelengths add/drop, WC, 3R
regeneration; in the optical domain the operations supported
are the transparent wavelength switching/pass-through and
the WC.

3.2 Energy-aware routing and wavelength assignment

In this section, three ILP formulations of the problem of
energy-aware RWA in WDM networks with dual power
sources are given, with different objective functions. First,
the problem of minimizing the overall GHG emissions
(MinGas-RWA) is presented. Next, the problem of mini-
mizing the overall network power consumption (MinPower-
RWA) is discussed. Finally, to obtain a reference for compar-
ison, a minimum cost RWA (MinCost-RWA)—i.e., energy-
unaware RWA—is derived and used. These formulations ex-
tend our previous work [32] to comprise the connection re-
quirements on the guaranteed bandwidth (lightpath bitrate)
thus supporting lightpath with different bitrates, and to prove
its effectiveness against the well-known NSFNET network
topology. In Table 3 we report the problem statements of the
three ILP formulations and in Table 4 the associated nota-
tion; note that the three ILPs have the same inputs and con-
straints, but different objective function.

3.2.1 Energy-aware RWA at minimum GHG emissions
(MinGas-RWA)

The energy-aware RWA in WDM networks with dual power
sources (MinGas-RWA) is formalized as an ILP problem.
The objective is to route the requested lightpaths so that the
overall network GHG emissions are minimized. Only NEs
powered by dirty energy sources emit GHGs, whilst NEs
powered by green energy sources do not emit any GHG at
all. The ILP problem can be mathematically formulated as
follows.

The objective function for MinGas-RWA is:

Minimize DCG(V,E) + log TCG(V,E) (1)
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Table 3 Problem statements of the three ILP formulations

Schematic view

Given

(1) the physical network topology comprising routers and links, in which links have a known capacity and cost,a

(2) the knowledge of the average amount of traffic exchanged by any source/destination node pair,

(3) the maximum link utilization that can be supported (wavelength link capacity),

(4) the energy model (power consumption of each link and node),

(5) a set of k candidate paths (routes) between any source/destination node pair,

Find

the routes that must be used

In order to

[MinGas-RWA] [MinPower-RWA] [MinCost-RWA]

minimize the total GHG emissions, and, as
secondary objective, the minimization of the total
power consumption,

minimize the total power consumption, and, as
secondary objective, the minimization of the total
installation cost,

minimize the total installation cost,b

Subject to

traffic demand volume constraint, maximum link utilization constraint.

aThe cost, the wavelength conversion and the 3R regeneration are considered in the selection phase of the k candidate paths (routes) between the
source/destination node pairs, though they will have different cost impacts on the problem
bit is assumed that the installation cost is proportional to the number of wavelengths required and to the length of the chosen lightpaths

Subject to the following constraints:

DCG(V,E)

=
∑

n∈V
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∑

k,b

wsd,k,b = t sd,b ∀s, d ∈ V, ∀b ∈ B (4)

∑

sd,k,b:(i,j)∈πsd,k,b

wsd,k,b ≤ aij ∀(i, j) ∈ E,∀b ∈ B (5)

wsd,k,b ∈ N, ∀s, d ∈ V,∀k,∀b ∈ B (6)

The objective (1) is the minimization of the network
power consumption DCG(V,E) due to the network elements
powered by dirty energy sources (as we want to minimize
GHG emissions) and—among the solutions at minimum
power consumption—the minimization of the total power
consumption of the network DCG(V,E). Equation (2) sets
the power consumption of the network elements in G(V,E)

due only to dirty power sources, whilst (3) indicates the to-
tal power consumption of the network elements in G(V,E)

evaluated in the energy model. Constraint (4) selects the
routes for the lightpaths among the k pre-computed ones
and assures that the whole traffic demand matrix is satisfied.
Constraint (5) ensures that the maximum number of light-
paths passing on a link does not exceed the number of avail-
able wavelengths on that link. Constraint (6) imposes the in-
tegrality of the ILP problem by forcing integer values for the
variables wsd,k,b . Note that the fixed power consumptions in
(2) and (3) are reported only for completeness sake but they
are not involved in the optimization process (as sleep mode
is not considered, the optimization is realized only on the
variable energy consumptions).
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Table 4 Summary of the notation used for the ILP model

Input parameters Meaning

G(V,E) directed graph representing the physical network topology; V set of vertices that represent the network nodes; E the set of
edges that represent the network links; |V | = N, |E| = M . Each network link has a different (maximum) bitrate (i.e., bandwidth
capacity);

aij number of wavelengths available on link (i, j);

bij bandwidth capacity of link (i, j);

�ij length of link (i, j) (in km);

� maximum length of links without need of amplification (in km);

t sd,b number of lightpaths to be established from s to d with required bandwidth b ∈ B; bandwidth ranges from 54 Mbps (1 OC-unit)
to 40 Gbps (768 OC-units); OC-units = {1,3,12,24,48,192,768}; {t s,d }s,d∈V is the traffic matrix;

πsd,k,b k-th pre-computed routea from s to d satisfying the bandwidth requirement of b bps;

ρsd,k,b the geographical length of route πsd,k,b (in km);

�n fixed power (W) of node n;
ε
t1
n proportional energy (nJ/bit) for transporting one bit of transparent pass-through traffic at node n;

ε
t2
n proportional energy (nJ/bit) for transporting one bit of opaque pass-through traffic at node n (e.g. 3R regeneration or opaque

wavelength conversion);

ε
t3
n proportional energy (nJ/bit) for add/drop one bit at node n;

�ij fixed power (W) for devices in link (i, j), (e.g. optical amplifiers);

δij proportional energy (nJ/bit) for transporting one bit through link (i, j); it is assumed that each device (e.g. OA) on the same
link (i, j) has the same fixed and proportional consumptions;

x
sd,k,b
n identify the presenceb of O/E/O conversion at the node n:

x
sd,k,b
n =

⎧
⎨

⎩
1 if n ∈ πsd,k,b and πsd,k,b undergoes O/E/O conversion at node n

0 if n /∈ πsd,k,b or πsd,k,b transparently passes through node n

gn identifies the presence of dirty energy source at node n:

∀n ∈ V,gn =
⎧
⎨

⎩
0 if node n is powered by a green energy source

1 if node n is powered by a dirty energy source

hij identifies the presence of green energy source at link (i, j):

∀(i, j) ∈ E,hij =
⎧
⎨

⎩
0 if link (i, j) is powered by a green energy source

1 if link (i, j) is powered by a dirty energy source

Variables Meaning

wsd,k,b integer, indicates the number of lightpaths using route πsd,k,b (on the same route there may be several lightpaths using different
wavelengths);

TCG(V,E) indicates the total power consumption of the NEs in G(V,E) evaluated in the chosen traffic model;

DCG(V,E) indicates the power consumption of the NEs in G(V,E) due only to dirty power sources.

aIn this ILP formulation, a set of pre-computed routes is used for routing the demand lightpath in order to reduce the time complexity, leading to a
sub-optimal solution of the ILP. The k paths satisfy the requirement on the bandwidth (b bps) since they are found by the bandwidth constrained
k-shortest paths algorithm.
bNote that 3R regeneration and opaque wavelength conversion are implicitly considered in this matrix and this information will be used in the
power consumption calculus

3.2.2 Energy-aware RWA at minimum power consumption
(MinPower-RWA)

The objective of the MinPower-RWA problem is to mini-
mize the overall power consumption regardless of the energy
sources types and, thus, of the GHG emissions. The set of

the input parameters is the same as the MinGas-RWA prob-
lem except for the gn and hij vectors which are no longer
necessary; also, an additional constant ξ is considered,

ξ : 0 < ξ ·
(

∑

n∈V

�n +
∑

(i,j)∈E

�ij

)
< 1 (7)
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The mathematical formulation of MinPower-RWA is the
same as above, with a different objective function:

Minimize TCG(V,E) + ξ ·
∑

sd,k,b

wsd,k,b · ρsd,k,b (8)

and taking (3) (4) (5) (6) as constraints.
The objective function (8) is the minimization of the

total network power consumption due to fixed and pro-
portional power consumed by all the devices installed in
the network, and—among the solutions at minimum power
consumption—the minimization of the installation cost.

3.2.3 Minimum Cost RWA (MinCost-RWA)

The objective of the MinCost-RWA problem is the minimiza-
tion of the installation cost regardless of the NEs energy con-
sumptions and GHG emissions. It will try to aggregate as
much lightpaths as possible while minimizing their physical
lengths. The objective function in this case is:

Minimize
∑

sd,k,b

wsd,k,b · ρsd,k,b (9)

and the constraints are those of (4) (5) (6).

4 Model evaluation

In this section, we analyze the model effectiveness through
ILP optimizations exploiting minimum power consumption,
minimum GHG emissions and mínimum installation cost
through simulation on the well-known NSFNET network
topology. The obtained results have been briefly discussed
to show the potential benefits achievable through the pre-
sented cross-layer optimization approach.

4.1 The proof of concept simulation environment

We used the NSFNET core optical network with 14 nodes
and 21 bidirectional fiber links each with 16 wavelengths.
Simulations were performed under different power distri-
bution systems, with green energy sources powering 25, 50
and 75% of the NEs and randomly generated traffic matri-
ces. Connection requests are fully satisfied, i.e., the block-
ing probability is kept strictly null. To solve the ILP prob-
lems the CPLEX software tool was used on an Intel® Xeon®

2.5 GHz dual processor Linux server. The available mem-
ory (physical RAM + swap area) amounted to 16 GBytes.
To reduce the notable requirements in terms of computa-
tional and memory resources, we first bound the problem
dimension by restricting the paths’ alternatives to a static
set of k pre-computed routes, obtained by using a tradi-
tional K-SPF algorithm and hence satisfying the traditional

network management objectives without considering any
energy-related information. Secondly, we limited the depth
of the branch-and-bound/cut algorithms after calculating a
pre-definite number of integer solutions. While such simpli-
fication techniques are certainly useful to contain the com-
putational burden, the solution they produce is an approxi-
mation of the actual optimal (in terms of power consump-
tion) virtual network topology built on the available physi-
cal infrastructure. However in these cases the ILP approach
maintains its added value, as far as the approximated solu-
tions can be close to the exact one. Some of the selected
paths would probably not be the best ones, but the resulting
power savings could be substantial without significant losses
on the other optimization objectives.

4.2 Results and discussion

The energy consumption (during 1 year time period) result-
ing from the three ILP RWA strategies with 50% of the NEs
powered by green energy sources is reported in Fig. 9. As
expected, the MinCost-RWA is the most energy consuming
strategy, whilst the MinPower-RWA is the best strategy as
for the energy consumption, but the best one as GHG emis-
sions is the MinGas-RWA. Anyway, the difference in en-
ergy consumption between the latter two strategies is lower
than 14% in the worst case. This result was somehow ex-
pected, as the minimum power RWA strategy attempts to
save as much energy as possible regardless of the sources
of energy, whereas the minimum GHG emissions may route
the lightpaths on longer—thus, more energy consuming—
paths but preferring those NEs that are powered by green
energy sources. At low loads, MinGas-RWA attempts to use
only green-powered nodes, at the expense of possibly choos-
ing longer paths. The effect of these suboptimal choices is
visible at higher loads, when the overall energy consump-
tion rises more steeply that of MinPower-RWA. This be-
comes relevant at network loads as high as 70%, whereas
in the 30%–70% operating range the savings achieved by
MinGas-RWA with respect to MinCost-RWA remain consis-
tently substantial. As for the energy consumption, compared
with MinCost-RWA, MinGas-RWA saved an average of 18%
of energy while MinPower-RWA reached savings up to 30%
of the overall energy consumption.

Besides the saving in energy consumption, MinGas-RWA
achieves to save also considerable quantity of CO2. For a
medium loaded network (50% of routed lightpaths), where
one half of the NEs are powered by green power plants
and the other half are powered by fuel-based power plants,
MinGas-RWA strategy saves an average of 37,500 kg of CO2

per year (see [1] as a reference value for the emitted CO2).
In Fig. 10, we compared the estimated CO2 emissions

with the three strategies at different network loads, where
one half of the NEs are powered by green energy sources and
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Fig. 9 Network energy
consumption vs traffic load with
the three ILP strategies

Fig. 10 Network CO2
emissions vs network load with
the three ILP strategies

the other half by fuel-based power plants. As can be seen,
at low loads the MinGas-RWA strategy achieves prominent
CO2 savings (only about 33% of CO2 were emitted with re-
spect to MinCost-RWA and about 50% relative to MinPower-
RWA), whilst, as the network load increases, the difference
between the MinGas-RWA and the MinPower-RWA strate-
gies decreases, because at higher loads it becomes more
and more difficult to satisfy the demand without resorting
to dirty-powered nodes. In other words, at high loads, min-
imizing the overall power consumption implicitly leads to
the minimization of the concomitant CO2 emissions, while
at midrange loads the CO2 savings induced by MinGas-RWA
are significant.

We also explored the power consumptions when differ-
ent lightpath bitrates are considered. In the simulation, the
network load was kept constant (at 50% of its maximum ca-
pacity) while connection requests with different bandwidth
requirements (bitrates) are generated, ranging from many
low-speed connections to few high-speed ones (Fig. 11). As
a general trend, we observe that—though the traffic load is
constant—higher bitrates are associated with higher power
consumptions. This behavior is due to the fact that smaller
connections have more possibilities to be routed over less
energy-demanding routes than larger ones which are instead
more likely to be routed over high capacity network routes.
MinCost-RWA power consumption grows quite linearly with
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Fig. 11 Network power
consumption with different
lightpath rates (constant traffic
load at 50%)

the increasing of the lightpath bitrates, whilst the MinGas-
RWA and, above all, the MinPower-RWA exhibit a more con-
stant behavior: thanks to the energy-awareness of such ILPs,
they are able to accommodate more profitably the connec-
tion requests, even if also in these strategies an increase in
the power consumption is still observed due to the lower eli-
gible routes. We also note that the MinCost-RWA power con-
sumption is always higher than with the other two strategies
even at higher bitrates, showing that the energy-awareness
may help to substantially compensate the higher energy con-
sumption due to higher bitrates.

Finally, we have analyzed the dependency of the power
consumption from the actual values of the fixed and vari-
able components of the power draw by an interface, ex-
pressed as a function of the link rate at which the interface
operates. Note that, since a (unidirectional) link is attached
to each interface, the set of links E in the aforementioned
network graph representation G(V,E) actually coincides
with the set of interfaces. Each interface has its own native
speed: ∀i ∈ E,vi ∈ R = {10 Mbps, 100 Mbps, 1000 Mbps,
10000 Mbps} represents the native link rate of interface i.
If the link rate is fixed, the power draw of an interface will
depend mainly on the link rate, with minor variations due
to architecture, circuitry, and components. When using an
ALR, instead, the power consumption of an interface i de-
pends not only on the working link rate ri but also on the na-
tive link rate vi . In other words, a given throughput td results
in different power consumption depending on the interface
native link rate vi : in this case, slower interfaces consume
less power than faster ones for the same throughput td , even
if they work at the same rate ri . This result, quite surprising
if we consider that slower interfaces consume more energy
per bit than faster ones, may be explained by considering the

different technologies adopted for reaching higher link rates
(mainly based on advanced modulation techniques [33]) that
lead to greater fixed power consumption for faster interfaces.
In fact, like routers, also the interfaces have fixed and vari-
able power consumption. The fixed part is always present
just for the interface to stay up and accounts for the con-
trol circuits, while the variable traffic-proportional power
consumption is due to the transceivers. In the following we
model such energy consumptions and show a breakdown of
the different energy components in a 10 Gbps interface.

In general, to model the fixed and the variable energy
consumption, we define {�(vi, rj )|j = 1,2, . . . ,m} where
�(vi, rj ) (see Table 5) is the power consumption of the in-
terface i ∈ E with native speed vi ∈ R operating at link rate
rj ∈ R and �(vi, rj ) < �(vi, rk) ∀j < k.

In Fig. 12 we plotted the CO2 emissions as a function of
the average link rate, assuming a uniform distribution of the
working link rates between 0 and the native link rate and a
real-world distribution of values for the �(vi, rj ) as given
in [1, 23]. On the horizontal axis there is the percentage of
interfaces operating at the native link rate. A notable charac-
teristic is that the savings induced by an extensive use of an
adaptive link rate are not as dramatic as one may expect, al-
though sensitivity is slightly higher in the case of MinPower-
RWA and MinGas-RWA.

5 Conclusions

The ICT sector has the fundamental capability of acting as
drawing factor to drive the development of energy-efficient
technological innovations for both industry and society, al-
though any action in the direction of energy-efficiency may
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Table 5 Power consumptions of interfaces working at different rates

vi ri Mbps Power consumption

∀vi ∈ R Off /r0 0/0 �(νi,Off /r0) ∼= 0a

v1: 10 r1 10 �(ν1, r1)

v2: 102 r1/r2 10/102 �(ν2, r1)/�(ν2, r2)

v3: 103 r1/r2/r3 10/102/103 �(ν3, r1)/�(ν3, r2)/�(ν3, r3)

v4: 104 r1/r2/r3/r4 10/102/103/104 �(ν4, r1)/�(ν4, r2)/�(ν4, r3)/�(ν4, r4)

ain LPI, the device only send signals during short refresh intervals and stay quite during large intervals so the power consumption in the LPI mode
is almost 0

Fig. 12 Average emitted CO2
at different ratios of links
operating at their native rate

result in direct power and cost savings in the short and
medium term, while other indirect effects will be only
observed on the long term on both the environment and
human health. Anyway, the massive introduction of en-
ergy efficiency within the network world requires a coor-
dinated effort of equipment vendors, governments, and ser-
vice providers to identify technological standards, best prac-
tices, and solutions to support the necessary changes in the
basic construction and functional requirements for network
equipment and control plane algorithms. Accordingly, sev-
eral energy-aware ILP formulations exploiting dual energy
sources have been presented along with an energy model in
which no sleep mode is available but the optimization relies
only on the traffic-variable power consumption of the NEs.
Two ILP formulations have been presented: minimum power
(MinPower-RWA) and minimum GHG emissions (MinGas-
RWA) strategies with the objectives to minimize respectively
the absorbed energy and the emitted GHG. Results show
that the MinPower-RWA strategy may save a considerable
amount of energy by routing the lightpaths on minimum
consuming NEs and that the GHG emitted may be notably
reduced by the MinGas-RWA strategy that prefers NEs pow-
ered by green energy sources. As drops are observed in the
day/night traffic at core network nodes, there is room for
some possible optimizations by putting NEs into sleep mode

only partially (per-interface sleep mode). In fact, putting into
sleep mode single interfaces or line cards may have some
sense, saving up to 50% of the total router power, but mod-
ifications to current router architecture and routing proto-
cols need to be investigated. Renewable energy sources may
vary their availability with time (e.g. solar panels only gen-
erate electricity during the day). While in the current work
we handled the availability of green and dirty sources in a
static way, in future works statistically variable green energy
sources may be considered within a totally dynamic scenario
in which the availability of the different types of renewable
energy sources can be associated with the variations of the
day time and traffic load (e.g. night/day cycle). We are con-
fident that the above efforts, together with incrementing net-
work eco-sustainability, will improve the sustainable growth
and—in the long run—the society prosperity.
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a b s t r a c t

Power demand in networking equipment is expected to become a main limiting factor and
hence a fundamental challenge to ensure bandwidth scaling in the next generation Inter-
net. Environmental effects of human activities, such as CO2 emissions and the consequent
global warming have risen as one of the major issue for the ICT sector and for the society.
Therefore, it is not surprising that telecom operators are devoting much of their efforts to
the reduction of energy consumption and of the related CO2 emissions of their network
infrastructures. In this work, we present a novel integrated routing and wavelength assign-
ment framework that, while addressing the traditional network management objectives,
introduces energy-awareness in its decision process to contain the power consumption
of the underlying network infrastructure and make use of green energy sources wherever
possible. This approach results in direct power, cost and CO2 emissions savings in the short
term, as demonstrated by our extensive simulation studies.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

The containment of power consumption and the reduc-
tion of the associated green house gases (GHG, mainly CO2)
emissions are emerging as new challenges for telecommu-
nication operators. In fact, the rising energy costs due to
the scarcity of fossil fuels, the increasingly rigid environ-
mental standards and the growing power requirements
of modern high-performance networking devices are
imposing new constraints, further stressing the require-
ments towards an energy-aware business model in which
the ecological footprint of the network elements (NEs) is
explicitly taken into account. In this scenario, governments
and society are endorsing the development of ‘‘green’’
renewable energy sources (such as solar panels, wind

turbines, and geothermal plants) for powering NEs. Green
energy sources are preferable with respect to the tradi-
tional ‘‘dirty’’ ones (e.g. coal, fuel, gas) since they do not
emit GHG in the atmosphere while producing electrical
energy. Nonetheless, green energy sources (e.g. wind,
sun, tide) are not always available at all sites and are
variable with time; for this reason, the NEs that are pow-
ered by green energy sources are also provided with the
legacy, dirty sources. At the occurrence, the smart grid
power distribution system switches to the dirty power
supply without any energy interruption.

Recent studies [1] confirm that the use of optical
technology in high-capacity switches and routers is more
energy-efficient than electronic technology and that cir-
cuit-switched architectures consume significantly less
than their packet-switched counterparts. However, despite
the recent efforts in improving the energy-efficiency of the
involved technological components [2], the amount of
power to be spent worldwide for powering network
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infrastructures can be globally quantified in the order of
tens of gigawatts, corresponding to more than 1% of the
worldwide electricity consumption [2] (to give an idea,
the equivalent of 22 nuclear reactors are needed to gener-
ate such a huge power demand). Thus, limiting power con-
sumption in network infrastructures can bring great
benefits and reduce their overall ecological footprint, so
that the need for a greener, energy-aware Internet is rap-
idly becoming a fundamental political, social and commer-
cial issue. Furthermore, with the ever increasing demand
for bandwidth, connection quality and end-to-end interac-
tivity, computer networks are requiring more and more
sophisticated and power-hungry devices, such as high-
end routers, signal regenerators, optical amplifiers, recon-
figurable add-and-drop multiplexers and very fast (digital
signal) processing units. These components tend to in-
crease the energy needs of global communication expo-
nentially so that power consumption is becoming a
significant limiting factor for the overall scalability of
next-generation high-capacity telecommunication net-
works. In the next years, large-scale optical transport infra-
structures will no longer be constrained mainly by their
capacity, but rather by their energy consumption costs
and environmental effects [3].

As a consequence, it is necessary to envisage how the
next-generation network architectures and protocols can
be modified to meet the purpose of energy-efficiency.
Unfortunately, the rush for achieving energy-efficiency
resulted in the fact that many of the solutions proposed
to-date (e.g. [4,5]) tend to minimize only the energy con-
sumption of the networks while disregarding the tradi-
tional network management goals such as the overall
network load-balancing. It is instead mandatory to guaran-
tee that the above modifications will not adversely affect
the fundamental operators’ optimization objectives of
keeping the resource usage fairly balanced, to save on each
available link sufficient free capacity for demands that may
reasonably emerge in the infrastructure operating lifetime,
and minimizing the network usage costs, considered as a
static way of expressing operator preference to choose
some favorite link resources. In the ideal case, new solu-
tions should not only lower the ecological footprint, but
also increase the offered quality-of-service such as the
connection blocking probability.

Starting from the above considerations, we introduce
[6] energy-awareness into control plane protocols whose
goal is to properly condition the route/path selection
mechanisms on relatively coarse time scales by privileging
the use of green energy sources and energy-efficient links/
switching devices, simultaneously taking advantage from
the different users’ demands across the interested network
infrastructures. The selected paths are likely not to be the
shortest or best ones, but the resulting power and GHG
savings are substantial, and possible losses on the other
optimization objectives (i.e. number of blocked connection
requests) are taken into account and kept as low as possi-
ble. In such a way, the overall power consumption and
GHG emissions can be minimized while the traditional
optimization objectives (such as load-balancing) are not
disrupted. In doing this, we combine all the notable fea-
tures that a comprehensive energy-aware network model

should have and put them together into a general routing
and wavelength assignment (RWA) framework.

The RWA problem is known to be NP-complete [7] and
in the dynamic case no optimality is possible since there is
no previous knowledge of the connection requests that will
be handled by the network. Therefore, we introduce a new
heuristic method for efficiently calculating (in polynomial
time) the routing information subject to power consump-
tion constraints, taking into account also the specific kind
of energy source (dirty or green) used for powering the
traversed NEs. In order to evaluate the performance of
our approach, we compared our approach with well-
known RWA algorithms in the literature. The proposed
approach, that in the following will be referred to as Green-
Spark, introduces energy-awareness into the Spark frame-
work [8], which is a two-stage integrated RWA scheme
structured in a pre-selection phase where a number of k
candidate paths satisfying the connection constraints are
found and a final selection stage where the optimum path
among the candidates determined in the previous phase is
chosen according to a properly crafted heuristic. Green-
Spark is a simple and effective two-stage on-line RWA
scheme providing wavelength routing as well as grooming
capabilities in the state-of-the-art hybrid electric-optical
network infrastructure. In its first stage, this enhanced
RWA scheme finds, for each new connection request, a
set of feasible lightpaths satisfying both the users’ specific
end-to-end demands (QoS, bandwidth, etc.) and traditional
optimization objectives, while in the second stage it bases
its final choice on the aforementioned power and GHG con-
tainment requirements. In the end, it finally achieves an
optimal trade-off between energy optimization and net-
work/users requirements in an affordable computational
time. GreenSpark differs from Spark for the second stage,
which has been here introduced to meet the energy-re-
lated criteria. Furthermore, Spark used a special parameter
(kHop) to explicitly limit the length of lightpaths, whilst in
GreenSpark this is not needed anymore due to the additive
nature of the energy consumption function: longer paths
will have higher energy consumption and, thus, will have
lower probability to be chosen for the routing of the
connections.

GreenSpark is based on a totally flexible network model
supporting heterogeneous equipment, in which the num-
ber and type of lambdas can vary on each link or node,
together with the associated power consumption, and pro-
vides a fully dynamic path selection scheme in which the
grooming policy is not predetermined but may vary, along
with the evolution of the network traffic. We explicitly
consider the influence of traffic on power consumption
by using realistic data for traffic demands, network topol-
ogies, link costs, and energy requirements of the NEs.

This approach is also based on deeper network engi-
neering considerations that make it behave very differently
from the other already existing energy-aware networking
approaches, mainly based on the concept of temporarily
switching off entire devices or subsystems (the least used
ones) in order to minimize energy consumption by rerout-
ing the involved traffic. Such approaches, often referred as
sleep mode [9], may be unpractical, especially for large and
highly connected switching nodes, since many very
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expensive transmission links become unused, hence leav-
ing significant capital investments (CAPEX) unproductive
for the entire duration of the sleep interval. Furthermore,
sleep mode drastically reduces the overall meshing degree,
by limiting the network reliability, and partially negates
the possibility of balancing the load on multiple available
links/paths [10]. Finally, results in [11] show that sleep
mode is achievable just for very few nodes and only at very
low loads. Conversely, in our model, energy-aware archi-
tectures allow the NEs power consumption to scale with
traffic load, as in [10–14]; such architectures are strongly
advocated by current efforts from standardization bodies
and governmental programs [15] and can be made up
using off-the-shelf standard technologies [16,17].

2. Related work

’’Greening the network’’ is an active subject of recent
research. Several papers have concentrated on the reduc-
tion of power consumption. In [13] Gupta and Singh were
among the first researchers to envision the idea of energy
conservation in Internet-based infrastructures. Shen and
Tucker [4] developed mixed integer linear programming
(MILP) methods and heuristics to optimize the energy con-
sumption of a IP over WDM transport network. In detail,
their objective was minimizing power consumption of
the network by switching off router ports, transponders,
and optical amplifiers; they proposed two heuristics (‘‘di-
rect bypass’’ and ‘‘multi-hop bypass’’). Another approach
focusing on a MILP-based formalization of the power-
aware routing and wavelength assignment has been also
presented by Wu et al. [18]. In their work, energy savings
can be achieved by switching off optical cross connects
(OXC) and optical amplifiers according to three different
algorithms and criteria. In [19,10], ILP mathematical for-
mulations are presented with the double objective of
reducing both the energy consumption and the GHG emis-
sions of network infrastructure. Since the ILP solves at the
optimum the offline RWA problem, these works give an
upper bound for energy and GHG savings. However, using
ILP for real-world networks with dynamic traffic is unprac-
tical due to its intractable computational complexity. En-
ergy saving by dynamically switching off idle IP router
line cards in low-demand hours was also the approach pre-
sented by Idzikowski et al. [5]. They analyzed the effects of
reconfiguring routing, at the different layers, by assuming
complete wavelength conversion capability in each node.
In [20], Chiaraviglio et al. have proposed and evaluated
some greedy heuristics based on the ranking of nodes
and links with respect to the amount of traffic that they
would carry in the context of an energy-agnostic configu-
ration. Silvestri et al. [21] combined traffic grooming and
transmission optimization techniques to limit energy con-
sumption in the WDM layer. Traffic grooming shifts traffic
from some links to other ones in order to switch empty
ones off, and transmission optimization adjusts dispersion
management and pulse duration, which decreases the
need for using in-line 3R regenerators. The power savings
that can be achieved by dynamically adapting the network
topology to the traffic volume are investigated in [22],

where a linear programming approach is proposed that is
able to identify optimal topologies for given traffic loads
and generic network topology. In [23], various power-
efficient grooming strategies, combined with lightpath
extension and lightpath dropping, are evaluated in WDM
networks where nodes have the tap-or-pass capability.

Most of these approaches are characterized by a limited
dynamism, and hence are not easily applicable in a fully
adaptive online scenario or use power containment tech-
niques based on switching off of inactive elements. In our
fully dynamic on-line approach, no switching off is as-
sumed to be feasible (as explained in the previous section)
and so, in this, it is completely different and not directly
comparable, in term of both performance and effective-
ness, with all the previous ones.

3. Backgrounds

3.1. Wavelength routed networks

A wavelength-routed network, sometime also referred
to as an optical circuit switched (OCS) network, is basically
composed of several OXC devices and opto-electronic edge
routers connected by a set of fiber links. The WDM technol-
ogy is used to carve up the huge bandwidth available on
the optical fibers into lower-capacity wavelengths (optical
channels), which may be independently used to carry
information across the same physical links. Circuit
switched connections, usually with high bandwidth and
QoS-on-demand, are typically implemented by dynami-
cally creating and tearing down multi-hop optical channels
between client sub-networks according to a specific RWA
strategy. The above connections, called lightpaths, ‘‘trans-
parently’’ traverse the fiber network without being con-
verted into an electrical signal. In some cases, they may
pass through an optical/electrical/optical (O/E/O) conver-
sion for regeneration, wavelength conversion or add/drop
purposes. At the state of the art, there is still a large gap
between the available capacity of an optical channel and
the much lower bandwidth requirements of a typical con-
nection, but, on the other side, the number of wavelength
channels (lambdas) available in most of the networks of
practical size is much lower than the number of source–
destination connections that need be made. Hence, traffic
grooming capability is required on opto-electronic routers
operating on the network edge. Accordingly, all the con-
nection requests, which share the same traffic flow charac-
teristics and involve significantly lower capacities than
those of the underlying wavelength channels, can be effi-
ciently multiplexed or ‘‘groomed’’ onto the same wave-
length/lightpath via simultaneous time and space
switching. Similarly, different traffic streams can be
demultiplexed from a single lambda-path.

3.2. Power requirements in network devices

The fundamental cause of energy consumption in elec-
tronic equipment is the effect of loss during the transfer of
electric charges, which in turn is caused by imperfect
conductors and electrical isolators. Here, the consumption
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rate depends on the transition frequency and the number
of gates involved, together with fabrication features (such
as architecture, degree of parallelism, and operating
voltage). In pure transparent optical equipment, the main
energy-hungry devices are the lasers, since the optical sig-
nal has to reach the other end of the fiber with sufficient
‘‘quality’’ in spite of the signal attenuation, dispersion
and non-linear optical phenomena. Besides, the power
consumption is also conditioned by sophisticated elec-
tronic devices for coping with the technological complexity
of the photonic environment. For example, when the in-
volved fiber strands need to cover long distances, several
intermediate electrical signal re-generators (3R) or optical
amplifiers (OA) are necessary (typically, an OA is needed
every 80–100 km and a 3R every 500–1000 km) to ensure
that the signal power and quality will be sufficient to reach
the other end of the fiber with acceptable optical signal to
noise ratio (OSNR). Such OA and 3R have a not negligible
energy cost that has to be taken into account when setting
up the lightpath requests.

3.3. Energy-aware RWA

Introducing energy-awareness in RWA is based on the
concept of placing network traffic over a specific set of
paths (sequences of nodes and communication links) so
that the overall network power demand and/or GHG emis-
sions are minimized, while end-to-end connection require-
ments are still satisfied. Typical infrastructures are densely
meshed, with many redundant interconnections among
nodes, so that many available paths can provide multiple
reachability options between geographically distant sites.
On such a mesh, wavelength routing is used to set-up a
logical topology, which is then used at the IP layer for rout-
ing. Every time a lightpath is established between any two
nodes, the traffic of the lightpath will be handled as a
single IP hop by creating the abstraction of a ‘‘virtual’’ net-
work topology on top of the physical one. This ‘‘overlay’’
approach is based on the full separation of the routing
functions at each layer, i.e. the connection routing/groom-
ing at the IP layer is independent from the routing of wave-
lengths at the optical layer. One of the key features of the
above model is rearrangeability, i.e. the ability to dynami-
cally optimize the network as a consequence of the inde-
pendence between the virtual and the physical topology.
The above architectural flexibility in building logical topol-
ogies, together with physical connection redundancy and
over-provisioning, provide fertile grounds for saving en-
ergy, since a large number of available traffic routing and
device management options can be exploited to optimize
energy and carbon footprints network wide. Hence, en-
ergy-aware logical network topologies, explicitly con-
ceived to decrease power consumption in the operational
phase, can be dynamically built by minimizing the number
of energy-hungry devices traversed by the existing light-
paths. In doing this, it is desirable to find a good balance
between the competing needs to avoid as many electrically
powered hops as possible (to reduce the power consump-
tion at intermediate switching nodes, optical amplifiers
and regenerators) and avoid data transmission over
excessively long stretches, since moving data is quite

energy-expensive. Energy consumption can be drastically
reduced by maximizing the reuse of low-power transmis-
sion links and highly connected devices, especially when
powered by green sources, instead of obliviously spreading
the traffic on the available routing/switching devices and
communication resources. In other words, since a logical
network topology is described by its constituent light-
paths, a logical topology that minimizes the overall energy
requirement and the associated carbon footprint is one in
which the choice of each individual lightpath, while
satisfying the traditional RWA objectives and constraints,
is driven by the above energy-efficiency optimization
criteria.

In order to support all the above behaviors, energy-
related information associated with devices, interfaces
and links need to be introduced as additional constraints
(together with delay, bandwidth, physical impairments,
etc.) in the formulations of dynamic RWA algorithms. Such
information must also be handled as new status features in
each network element that have to be considered in all the
routing and traffic engineering decisions, and conveyed to
all the various network devices within the same energy-
management domain. This clearly requires modifications
to the current routing protocols by properly extending
them to include energy-related information in their infor-
mation exchange messages, such as the power demand
associated with a specific end-to-end circuit or the type
of energy source currently used by a network element
[6]. Analogously, the same information has to be handled
by control plane signaling protocols used for the reserva-
tion and establishment of paths minimizing the use of
dirty power sources, as well as the overall energy
consumption, across the network.

4. The energy-aware network model

Defining a sustainable and effective network model tak-
ing into account power consumption as well as energy
source considerations is the essential prerequisite for
introducing energy-awareness within the wavelength
routing context. A broad variety of NEs contribute to power
adsorption in a network: regenerators, amplifiers, opto-
electronic and totally optical routers and switches. Each
of these devices draws power in a specific way, which de-
pends on their internal components and structures, on the
traffic load and on the relationship between the devices. In
addition, some nodes may be powered by green energy
sources, while others may use traditional dirty energy
plants; therefore, a differentiation between energy sources
is required. NEs powered by green energy sources will not
contribute to the CO2 emissions but only to increase the
overall network energy consumption. In the dynamic
RWA problem, the routing of connection requests is done
on a local optimality basis, i.e. considering the current
information available at the connection setup time. The
potential of such an approach should not be underesti-
mated; the conditions that determined such optimality
may change, but the RWA strategies keeps its effectiveness
as far as it is able to foresee the future network evolutions,
both in terms of resources and energy utilization.
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The above energy-related information and concepts
associated with devices and links must be abstracted and
defined in a formal and concise way into a comprehensive
model that needs not to delve into unneeded details, but
should only describe the essential aspects needed to drive
in an energy-conscious way the RWA algorithms and
strategies developed upon it. Therefore, we modeled the
network from a high-level perspective in an attempt to
keep the reference scenario as general as possible focusing
on the effectiveness and energy-efficiency of our ap-
proach; the issues raised by modulation techniques,
spectrum-sliced elastic networks, and other technological
breakthroughs, although interesting, fall outside the scope
of this paper, which is to provide an energy-aware
dynamic RWA schema to route as many connections as
possible.

In detail, at the basis of our model we consider a mult-
igraph G = (V,E) representing the network (Fig. 1), where V
is the set of nodes and E the set of edges, jVj = n, jEj = m. No
specific assumption is made on the number of wavelengths
per fiber link and on the number of fibers on each link: any
two nodes u, v 2 V may be connected by several edges
(thus, multigraph). Each fiber link (u,v) 2 E is characterized
by its physical length lu,v, together with the number of
available wavelengths wu,v. There can be more than one fi-
ber connecting the same pair of nodes and, for simplicity
sake, we assume that all the fibers are of the same type
(e.g. NZ-DSF ITU-T G.655/656), requiring an intermediate
amplification or regeneration stage every K units of dis-
tance. Typically K can assume the values KOA = 80 km for
native optical amplification systems and K3R = 500–
1000 km for 3R electric regeneration devices. On each fiber
link (u,v) there can be multiple wavelength links (u,v)k,
modeled on the graph G as an additional ‘‘virtual’’ tagged
links, where the tag k can be any of the wavelengths

available on the physical circuit. Each tagged link (u,v)k,
is characterized by its static global capacity aðu;vÞk and dy-
namic residual capacity rðu;vÞk . Clearly, for each link (u,v)k,
its current load is given by aðu;vÞk � rðu;vÞk . Provided that a
single established lightpath or a chain of lightpaths be-
tween the source and destination nodes has sufficient
available capacity, each connection request can be routed
onto that lightpath or chain. Also, a new lightpath may
be dynamically established, as the result of grooming
decisions.

The nodes of the graph model the routing and switching
devices deployed in the network. We consider two types of
nodes: LERs (Lambda Edge Routers) and LSRs (Lambda
Switching Routers). LER nodes have both the electronic
and optical interfaces, and have the capability to insert/
extract traditional electronic traffic into/from the network.
LSR nodes are OXC or reconfigurable optical add and drop
multiplexers (ROADMs) that are capable of switching the
traffic at wavelength level (since we model optical circuit
switched networks) and may be equipped or not with
wavelength converters. Whenever an optical signal is con-
verted into the electronic domain, it is implicitly assumed
that it is possible to apply 3R regeneration as well as wave-
length conversion and add/drop at sub-wavelength granu-
larity (grooming). Consequently, network traffic may be of
two types: electronic time division-multiplexed (TDM)
traffic (i.e. traffic that undergoes electronic processing)
and pure optical traffic (i.e. WDM traffic entirely managed
in the optical domain) with or without optical wavelength
conversion. Electronic routers have the ability to add/drop
traffic into/from the network, to make electronic WC
(Wavelength Conversion) and to regenerate the signal in
the electronic domain (3R regeneration). Optical routers
support optical traffic with or without all-optical WC. That
is, they may deflect wavelengths through an electronic 3R

Fig. 1. A network topology with two wavelengths per link (a) and its representations as multigraph (b) and as layered graph (assuming a connection
request from node 1 to node 3) (c).
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regenerator if the OSNR is too degraded and then switch
the wavelength through the corresponding output port
[2]. In our network model, connections are bidirectional
and unsplittable, i.e. a traffic demand is routed over a sin-
gle lightpath, and LER nodes can be source or destination of
a connection.

As for the energy, we derived a properly crafted per-
node, per-link and per-lightpath energy model and power
cost function, basing our estimation on the literature
[1–3,14,15] and on the manufacturers technical sheets
[24,25], with the aim of fitting with the future energy-
aware technologies that will adapt their power-consump-
tion with their load [10–14].

We distinguish between green and dirty energy sources,
i.e. carbon-emitting and zero-carbon plants. Each node
n 2 V has a statically associated attribute sn representing
the type of energy source (green or dirty) powering the
corresponding device, and we assume that green and dirty
energy sources are heterogeneously distributed in the
network. This attribute has been kept static to avoid un-
wanted fluctuation in the ‘‘green-biased’’ node selection
function due to the temporary unavailability of the specific
source (e.g. sun, wind or tide), since the hosting sites are
usually equipped with battery systems, ensuring the avail-
ability of the accumulated green energy also during the
source off-times (e.g. the night hours for solar panels).
Anyway, the devices powered by green energy should be
always preferred also for cost containment reasons, since
the energy costs in the hosting sites/installations are regu-
lated by significantly advantageous contractual conditions.
In fact most of the electricity providers and supplying util-
ities apply some balancing policies for sites producing their
own energy from renewable source and placing the energy
produced in excess in the ‘‘public’’ electric grid (by reduc-
ing the carbon footprint on a more global scale), so that,
even in the case in which the required energy would be
currently extracted from a dirty source, its cost will be sig-
nificantly lower when compared with other dirty-only
powered sites.

4.1. Per-node power requirements

In order to characterize in a realistic and quantifiable
way the energy requirements of a specific network path
(needed to accomplish our optimization goals within the
RWA context), we need to estimate the power consump-
tion of all the traversed NE (devices on the nodes and
transmission links) as a function of the involved traffic
type. In doing this, we essentially consider two main traffic
types:

1. Electronic traffic, comprising add/drop, electronic WC,
3R regeneration.

2. Optical traffic, with or without optical WC.

The above traffic types are characterized by a considerably
different power consumption when traversing a NE: elec-
tronic traffic requires more power than optical traffic with

WC and the latter consumes more power than optical
traffic without WC, due to the different devices involved
[1,2].

Therefore, the power consumption of a specific light-
path depends on:

1. The type of devices traversed along its route from
source to destination node, e.g. router, switch, signal
amplifier/regenerator, etc.

2. The ‘‘device class’’, in terms of hardware architecture
and aggregated switching performance of the network
element itself. More precisely, modular switching nodes
capable to handle higher throughputs consume less
energy per bit that smaller ones [26,27] since they are
more optimized and tend to be located in the center
of the network where the traffic is more aggregated,
and ‘‘opaque’’ nodes equipped with electronic switch-
ing matrices are more energy-hungry that their trans-
parent photonic counterparts.

3. The type of traffic that it transports through each net-
work element, i.e. electronic, optical with WC and opti-
cal without WC.

The power consumption of real electronic and optical
switching nodes with and without WC are reported in
[1,2], where it can be observed that the electronic traffic
grows quickly with respect to the optical one and that,
within the optical traffic context, the WC is the main factor
internal to the switching device requiring a not negligible
quantity of energy. In [14] it is shown that the base system
of an idle network device consumes approximately half of
the total power drained by the device, while the other half
is consumed when the router is in its maximum configura-
tion, i.e. maximum number of line cards/modules installed
and operating at their full load. These power consumptions
refer to commercially available devices whose architec-
tures are not energy-aware: their power consumptions
only slightly depend (2–3%) on the current traffic load,
but strongly depend on the number of line cards installed
[14,28]. Next-generation energy-aware routing/switching
nodes, designed with energy-efficiency in mind and allow-
ing dynamical adjustment of their power consumption
with the variation of the traffic load by selectively putting
into sleep or low-power mode some interfaces, line cards,
and subsystems, will be characterized by a significantly
dominating load-dependent energy consumption compo-
nent. However, by estimating the power demands used
in our model from the available quantitative data gathered
from the current devices implicitly forces the model to
operate in a worst-case situation making the achieved
results more comforting (since they will be greatly
improved with the introduction of next generation
energy-aware devices). Therefore, even if actual router
architectures are not energy-aware, in the sense that they
consume the same amount of power regardless of the traf-
fic load, here we consider future energy-aware architec-
tures that scale their power consumption with their
current traffic load, thus giving rise to optimization
[1,10,27].
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Consequently to [14,28], we assume that the power
consumption of a network element, modeled by a node
or link, can be divided into two equal parts: ‘‘fixed’’ and
‘‘variable’’ power absorption. The fixed power consump-
tion is always present and is needed just for the device
to stay ‘‘on’’, while the variable power consumption de-
pends on the actual traffic load that the device is currently
supporting. The case in which the fixed power consump-
tion is significantly greater or lower than the variable part
would affect more or less proportionally the optimization
gains. In particular, for the current energy-unaware de-
vices, the fixed part is much greater than the variable part
(which only represents 2–3% of the total power consump-
tion), leaving almost no space for optimization. In the
opposite situation, if the fixed power consumption was
much lower than the variable part, the likely outcome
would be that the optimization margins will increase a
lot; in this sense, our approach of assuming 50% for fixed
and 50% for variable power consumption can be considered
as conservative.

The previous considerations can be used to build a suf-
ficiently general per-node power consumption model.
Starting from the power consumptions of the network
routing devices (in Watts) as function of their aggregated
bandwidth (in Gbps) [1,2], we obtained the linear power
consumption equations [10] reported in Table 1, which
we used to calculate the real maximum power consump-
tion of any kind of network node given its aggregated
bandwidth. In such a linear model, a slope of m means that
for each unit of traffic (Gbps) the router consumes m units
of power (W). For example, an electronic router with an
aggregated bandwidth of 10 Tbps is characterized by a
maximum power absorption of 30 kW. An optical switch
with the same aggregated bandwidth consumes 0.62 kW
with WC and 0.2 kW without WC, which totally agree with
the values reported in [2,14].

Starting from such maximum power consumption val-
ues, we obtain the curves in Fig. 2, in which the minimum
power consumption associated with the network device n
in the idle state is given only by the fixed power consump-
tion /n of its base. The maximum power consumption 2/n

is achieved when the node is fully loaded, i.e. when the
current load x is equal to the maximum aggregated band-
width Bn of the node n. How the power consumption scales
between these two values has been studied carefully in
[10]. In this work we observed that the power consump-
tion associated with electronic traffic is higher than the
one associated with optical traffic (Fig. 3a – optical node
power consumption not in scale; see the peak power con-
sumption of optical nodes in Fig. 3b for in-scale values).
Furthermore, we also observed that the power consump-
tion of smaller nodes follows a worse trend with respect

to bigger ones, in which the per bit energy consumption
is lower (Fig. 3b). Therefore, we can delineate two ex-
tremes: big nodes transporting optical traffic as the least
power consumers, and small nodes transporting electronic
traffic as the most power hungry devices. To this end, we
studied different power consumption functions, both pres-
ent in literature and analytically conceived, to describe and
carefully balance the power consumption of all the possi-
ble combinations between these two extremes.

In more formal terms, we define for all the routing and
switching nodes, a power consumption function Wn(x)
expressing the power requirements of a node n character-
ized by device-specific static consumption /n and perfor-
mance class (aggregated bandwidth) Bn, variably
conditioned by a traversing traffic load x. The function
Wn(x) can be viewed as a linear combination of the loga-
rithmic function hn(x) and the line function #n(x) weighted
by the parameter an(x):

WnðxÞ ¼ anðxÞ � hnðxÞ þ ð1� anðxÞÞ � #nðxÞ ð1Þ

where

hnðxÞ ¼ /n � ln
e/n

Bn
� Bn � xð Þ þ x

Bn

� �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

variable power consumption

þ /n|{z}
fixed power

consumption

¼ 2/n � ln
e/n

Bn
� ðBn � xÞ þ x

Bn

� �
; ð2Þ

is the equation of the logarithmic function passing through
the points (0,/) and (Bn,2/), modeling the best per-bit en-
ergy consumption (i.e. optical traffic w/o WC in Fig. 3a)
and:

Table 1
Power consumption (in Watts) dependency laws on aggregated bandwidth and load (in Gbps) for different types of nodes (linear case).

Node type Power consumption (y) as function of the
aggregated bandwidth (x)

Power consumption (y) as function of the load (x)
assuming half fixed (/) and half variable (m � x)

Electronic y = 3x y = 1.5x + /
Optical w/ WC y = 0.062x y = 0.031x + /
Optical w/o WC y = 0.02x y = 0.01x + /

Fig. 2. Minimum and maximum power consumption of a network node.
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#nðxÞ ¼
/n

Bn
x|{z}

variable power
consumption

þ /n|{z}
fixed power
consumption

;

ð3Þ

is the equation of the line function passing through the
points (0,/) and (Bn,2/), modeling the worst per-bit
energy consumption (i.e. electronic traffic in Fig. 3a).

Bn is the capacity (aggregated bandwidth) of the router
n (its performance class), and an(x) is the weighting param-
eter between hn(x) and #n(x) depending on the class/perfor-
mance of the router n and on the parameter b(x) which
accounts for the specific type of traffic associated with
the load x that is actually passing through the node n:

anðxÞ ¼
Bn

maxfBn;8n 2 Vg � bðxÞ; 0 6 a 6 1; ð4Þ

bðxÞ ¼
1 if the traffic x is optical w=o WC
0:323 if the traffic x is optical w=WC
0:00�6 if the traffic x is electronic

8><
>:

0 6 b 2 f1;0:323;0:00�6g 6 1: ð5Þ

Note that:

1. The values of b(x) have been obtained using the values
of real routers from Table 1, taken in such a way to
penalize the more power consuming devices and traffic
types; e.g. for the electronic traffic, bðxÞ ¼ moptic w=o wc

melectronic
¼

0:01
1:5 ¼ 0:00�6.

2. an(x) weights one Eq. (2) or the other Eq. (3) function
according to the device class and traffic characteristics
of the involved NE.

Fig. 3. Power consumption functions of current, ideal and state-of-the-art for electronic and optical nodes (a) and for different sizes of nodes (b).

Table 2
Notation used in the energy model.

Parameter Energy model

/n Fixed power consumption of node n
Wn(x) Overall power consumption (fixed + variable) of node n with traffic load x
hn(x) Logarithmic function
#n(x) Line function
an(x) Linear combination weighting function
e Euler’s number (base of the natural logarithms)
Bn Performance class of node n (aggregated bandwidth of all interfaces)
b(x) Weighting function on the type of traffic
m Slope of the power consumption functions (linear case)
wu,v Number of wavelengths/channels crossing fiber (u,v)
Wðu;vÞk ðxÞ Power consumption of the link (u,v) on the wavelength k with traffic load x
lu,v Length of the fiber (u,v) (km)
gu
ðu;vÞk
ðxÞ Power consumption of the interface on the node u associated with the wavelength k on the fiber (u,v) supporting the traffic load x

Qu,v Power consumption associated with the individual amplification device on link (u,v)
KOA Maximum allowed length of a link without need of optical amplification (km)
K3R Maximum allowed length of a link without need of 3R regeneration (km)
R(x) Power consumption associated with the individual 3R regeneration of the traffic load x (one for each wavelength)
Wp(x) Power consumption of lightpath p with traffic load x
lp Cumulative length of path p (km)
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3. The fixed power consumptions /n of nodes are obtained
from [1,2,14].

For an explanation of the symbols used in the notation
refer to Table 2.

4.2. Per-link power requirements

End-to-end transmission links are characterized by a
power consumption depending not only on the specific de-
mand associated with the hardware interfaces located in
both the endpoints, but also on the impact introduced by
the optical amplification and regeneration devices needed
by the signal to reach the endpoints with an acceptable
quality, and thus, on the length of the traversed fiber
strands.

Accordingly, the power absorption of a transmission
link realized on the wavelength k between the nodes u
and v can be entirely described by the specific power de-
mand characterizing the involved end-to-end interfaces
plus the power required for powering all the possible inter-
mediate regenerators or optical amplifiers, if any. If the
fiber between u and v is currently crossed by wu,v wave-
lengths, we consider that the power requirements due to
the intermediate devices will be shared between the wu,v
channels simultaneously; typically, as for the OA, the en-
tire frequency band (e.g. C-band) is amplified as a whole,
without per wavelength granularity, whilst as for 3R
regeneration, per wavelength 3R is required. Thus the
power consumption Wðu;vÞk ðxÞ, associated with a link on
the wavelength k with load x traversing the fiber (u,v),
whose length is lu,v, can be described as:

Wðu;vÞk ðxÞ ¼ gu
ðu;vÞk
ðxÞ þ gv

ðu;vÞk
ðxÞ þ lu;v

KOA

� �
� Q u;v

wu;v
þ lu;v

K3R

� �
� RðxÞ;

ð6Þ

where

1. gu
ðu;vÞk
ðxÞ is the power consumption of the interface on

the node u associated with the wavelength k on the
fiber (u,v) when operating at the minimum speed
allowing to support a traffic load x without any loss or
delay increase. Here we do not take into account the
variable effect on power consumption of the dynamic
traffic traversing the interface, whose impact is already
considered in the per-node consumption, and only
model the specific per-interface power demand accord-
ing to its specific static hardware features (type of laser,
its power, etc.) and to a multiple threshold scale charac-
terizing its consumption depending on current operat-
ing speed (implicitly dependent from the load x). The
above gu

ðu;vÞk
ðxÞ function can be modeled as in [27].

2. Qu,v is the power consumption associated with the indi-
vidual amplification device on link (u,v) (between 3 and
15 W) operating throughout the fiber link (one for the
entire frequency band); for simplicity, we assume that
all the amplification devices operating on the same link
have the same power consumption.

3. R(x), defined in the same way as #n(x) (i.e. electronic traf-
fic in a node), is the power consumption associated with
the individual 3R regeneration device of the traffic load x

(one for each wavelength), when present; for simplicity,
we assume that all the regeneration devices operating on
the same link have the same power consumption.

4.3. Per-lightpath power requirements

Given a lightpath p as a sequence of nodes and tagged
links (u,v)k with a traffic demand x, the power consump-
tion Wp(x) of p is given by the sum of the individual power
absorption of all the traversed nodes and links plus the re-
quired regenerations:

WpðxÞ ¼
P
n2p

WnðxÞ þ
P

ðu;vÞk2p
Wðu;vÞk ðxÞ þ

lp
K3R

� �
� RðxÞ; ð7Þ

where lp is the cumulative path length. The third compo-
nent in the Eq. (7) sum is needed to cope with fully trans-
parent lightpaths whose length exceeds the maximum
length K3R that a signal can travel without need of 3R
regeneration. In this case, since all the intermediate de-
vices do not convert the signal back and forth into electri-
cal/optical form and only introduce impairments, a 3R
regeneration stage is required in correspondence with at

least lp
K3R

j k
intermediate nodes. If the lightpath p is fully

transparent (without wavelength conversion), the tag k is
the same on all the wavelength links.

5. The two-stage RWA scheme

The proposed energy-aware RWA scheme operates on-
line, running at each request of a dedicated connection
with specific service requirements (typically QoS on the
bandwidth capacity) between two network nodes. In such
a dynamic scenario, connection requests have to be served
as soon as possible when they arrive; thus, we designed
GreenSpark with simplicity in mind, which was considered
as a necessary requisite when developing the dynamic
RWA scheme to keep as low as possible the computational
complexity. According to the typical assumptions in OCS
networks, each connection is considered to be bidirectional
and consists of a specific set of traffic flows that cannot be
split between multiple paths. A connection can be routed
on one or more (possibly chained) existing lightpaths be-
tween the source and the destination nodes with sufficient
available capacity or on a new lightpath dynamically built
on the network upon the existing optical links. Connection
routing and grooming decisions are taken instantaneously
reflecting an highly adaptive strategy that dynamically
tries to fulfill the network resource utilization and connec-
tion serviceability objectives together with minimizing the
overall power consumption by privileging cheaper (in
terms of power demands) chains of nodes/links and, be-
tween them, trying to maximize the usage of devices pow-
ered by green energy sources.

Without loss of generality, we route connection re-
quests with only a constraint on the required bandwidth,
and rely on the incorporation of other policies within the
bandwidth-routing framework to perform routing based
on several QoS and impairment metrics such as limited la-
tency, error rate, hop-count, delay, and losses. Such con-
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straints can be incorporated into SLAs by converting these
requirements into a bandwidth requirement as shown in
[29]. Impairments are accounted for by modeling 3R regen-
eration into the framework, supported by the study in [30]
in which impairment-awareness is included into the
regeneration placement for WDM networks, and optoelec-
tronic signal regeneration is employed to address the sig-
nal quality of lightpaths that are found to be impaired
without compromising the signal quality of any of the
lightpaths.

The apparently conflicting goals of minimizing cost and
length of designed paths while keeping the network re-
source usage fairly balanced, and optimizing the overall
power consumption by reusing, as possible, energy-
efficient paths across the network, give origin to a multi-
variate and multi-objective optimization problem that
can be solved according to a divide-et-impera strategy, set
up of two-stages in which each stage separately handles
a specific objective by using properly crafted heuristics.
Specifically, in the first stage (pre-selection phase), the goal
is to determine an ordered list (whose length is defined by
a parametric value k) of feasible minimum cost paths that
fully satisfy the connection demands, trying to leave on
each link of these paths sufficient room to satisfy further
requests as much as possible. Such strategy clearly implies
balancing the load on all the available network resources.
In the second stage (energy-aware decision phase), the
proposed scheme analyzes, for each path found in the stage
one, its power requirement as given by the aforementioned
energy model, and then selects the best available solution
according to several heuristic criteria based on finding a
good compromise between the traditional carrier’s objec-
tives and the new green requirements (i.e. limiting power
consumption or using green energy sources to reduce
GHG emissions).

Towards this goal, we explicitly defined and studied two
different green optimization objectives: the first one, aim-
ing at reducing the power consumption throughout the
network, and hence its operating expenditures; the second
one, oriented to minimize the network carbon footprint on
the environment by minimizing the GHG emissions.

5.1. Prerequisite control plane facilities

The proposed scheme also requires several forms of
cooperation between the nodes concurring to the RWA
problem solution. This implies that every node needs to
run distributed control-plane services (such as those pro-
vided by the GMPLS framework) keeping up-to-date infor-
mation about the complete network topology, resource
usage and power demand attributes, as well as taking care
of resource reservation, allocation, and release.

More precisely, a periodic link-state advertisement
(LSA) scheme must convey all the link and node state infor-
mation (including energy related ones) to every node in
the network, ensuring the complete synchronization be-
tween all the nodes’ network status views. Since the
amount of per-link state information is very small, any
appropriate enhanced link state scheme like those em-
ployed by OSPF can be adequate for this purpose, like the
one developed in [6].

The Dijkstra-based path selection scheme of stage one
should meet certain conditions:

1. A link may not reserve more traffic than it has capacity
for.

2. Shorter paths should be preferred when they consume
fewer network and energy resources.

3. Critical resources, e.g. residual bandwidth in bottleneck
links, should be preserved for future demands.

The last two conditions reflect that what we really seek is
to keep the connection blocking probability (or, in other
words, the rejection ratio) as low as possible, or equiva-
lently to increase as much as possible the network
utilization.

In addition, an extended signaling/reservation protocol,
such as RSVP-TE, can be used to setup and release paths
and lightpaths and handle all the bandwidth, fiber or
wavelength resources reservation and allocation/dealloca-
tion operations required during such activities. In detail, as
a new request arrives, the control plane on each node,
starting from the originating one, runs our source-based
localized RWA algorithm, calculates the new overlay net-
work topology and triggers the proper path setup actions
by sending a reservation request toward the destination
and provisionally reserving bandwidth resources. The
RWA scheme, operating according to a two-layer model
(i.e. an underlying pure optical wavelength routed network
core and an opto-electronic time division multiplexed
layer built over it) should determine if the request can be
routed on one of the already available lightpaths, by
time-division multiplexing it together with other already
established connections, or a new lightpath is needed on
the optical transport core to join the terminating (edge)
nodes. In presence of multiple options between new feasi-
ble and already established lightpaths, the link weighting
and path selection functions of the two stages, applied on
the existing lightpaths and to the wavelength links that
can be used to set up new lightpaths, together with the en-
ergy costs, dynamically determine the best compromise
(between network and energy costs) routing solution for
the request, starting from the current network status. For
example, if two lightpaths between source and destination
exist, both with sufficient available capacity, if the differ-
ence in network cost between them falls below a specific
acceptability threshold, the tie is resolved in favor of the
greener lightpath. Such policy guarantees maximum light-
path utilization and automatically achieves, as long as pos-
sible, effective dynamic grooming and power usage,
assuming that the topology (link state) database is prop-
erly updated.

The signaling scheme for triggering the new lightpath
set-up and reserving the required bandwidth, fiber or
wavelength resources along the path is very similar to
the RSVP-TE protocol used by GMPLS. To make a reserva-
tion request, the source node needs the path and the band-
width that it is trying to reserve. The request is sent by the
source along with path information. At every hop, the node
determines if adequate bandwidth is available in the on-
ward link. If the available bandwidth is inadequate, the
node rejects the requests and sends a response back to
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the source. If the bandwidth is available, it is provisionally
reserved, and the request packet is forwarded onto the
next hop in the path. If the request packet successfully
reaches the destination, the destination acknowledges it
by sending a reservation packet back along the same path.
As each node in the path sees the reservation packet, it
confirms the provisional reservation of bandwidth. In addi-
tion, it also performs the required configuration needed to
support the incoming traffic such as setting up labels in a
GMPLS label switching node, or reconfiguring the lambda
switching internal devices (such as MEMS) in a transparent
optical wavelength switching system.

5.2. The first stage: selecting the candidate paths

The first stage of the GreenSpark RWA schema com-
putes a list of k feasible cycle-free paths, in increasing or-
der of cost, between the source and the destination
nodes of the connection to be routed, constrained by its
QoS requirements. Here k is a configurable parameter that
can be used to limit the number of feasible paths that
should be considered in the following step, thus control-
ling the depth and granularity of the analysis process
according to a performance/precision compromise. The
K-SPF (k-shortest paths first) algorithm used has been
explicitly modified to meet the specified bandwidth
requirements of each new request and to enforce the
wavelength continuity constraint so that, when traversing
converter nodes, we are totally free in selecting any outgo-
ing link of the multigraph (i.e. any wavelength), whereas
with all the other nodes we can only select an outgoing
link corresponding to the same wavelength associated
with the incoming one. The above pre-selection process
is driven by a link weighting function x((u,v)k) taking into
account, for each link (u,v)k, the (static) global capacity
aðu;vÞk and the current (dynamic) residual capacity rðu;vÞk still
available on the link. Intuitively, a good weighting function
should be inversely proportional to both the residual and
the maximum capacities, but the contribution of these
two factors need not be the same. Following the analysis
in [8], the link weighting function is defined as:

x : E! R;xððu;vÞkÞ ¼ ðrðu;vÞk � logaðu;vÞkÞ�1 ð8Þ

Such a function exhibits the desirable property of lead-
ing to a good load-balancing over the network, since it tries
to avoid bottleneck link by assigning higher costs to smal-
ler (low global capacity aðu;vÞk ) and more congested (low
residual capacity rðu;vÞk ) links. Note that every two links
with the same residual/maximum capacity ratio but differ-
ent residual or maximum capacity values will have differ-
ent associated weights. This avoids assigning the same
weight to two links with the same saturation ratio but with
different residual or global capacity. Therefore, we choose
the weighting function (8), which satisfies all the desired
properties discussed before. Note also that the first stage
is exclusively based on load-balancing criteria, and no en-
ergy consideration is present at all; this guarantees that
the k paths selected in this stage are the best balanced
ones, thus giving priority to the traditional network opti-
mization criteria of minimizing the connections blocking

ratio. Energy-awareness is introduced only in the second
stage, where the greenest path among the k best-balanced
candidate paths is finally selected.

5.3. Second stage: choosing the best path

The k minimum cost paths found by the K-SPF algo-
rithm in the first stage are the k best paths as for network’s
blocking probability (the percentage of rejected connection
requests), since the weighting function x((u,v)k) tends to
balance as much as possible the use of the network re-
sources. Among these k best-balanced paths, we now have
to choose the optimal path among them according to our
energy-aware selection criteria, aiming at minimizing the
power consumption or the carbon footprint. For this pur-
pose we need to introduce a properly crafted heuristic
working as a path scoring function, to differentiate among
the available preselected paths and choose the most en-
ergy-efficient one. The scoring function fS is defined on
the set of all the possible paths P and will evaluate the
power consumption and carbon footprint of the k paths
K = {pi, i = 1,2, . . . ,k} obtained from the first step:

fSðpÞ : P! R: ð9Þ

The (total) power consumption Wp(x) of a path p de-
fined in eq. (7) can be decomposed as the sum of the power
consumption of the traversed devices that are powered by
green WG

pðxÞ and dirty WD
pðxÞ energy sources:

WpðxÞ ¼ WG
pðxÞ þWD

pðxÞ: ð10Þ

Note that the carbon footprint of a lightpath is only gi-
ven by the power consumption of the involved NEs that are
powered by dirty energy sources, as the NEs powered by
green energy sources do not contribute to GHG emissions.

Therefore, if our primary objective is to minimize the
GHG emissions (GreenSpark MinGas), we have to choose
the path p which has the lowest carbon footprint WD

pðxÞ
(primary objective) and, among paths with the same min-
imum carbon footprint (if any), we choose the path that
minimizes the total power consumption Wp(x) (secondary
objective):

fSðpÞ ¼ WD
pðxÞ þ log WpðxÞ: ð11Þ

Analogously, if our main goal is reducing the overall
power consumption and, thus, the network operating en-
ergy costs (GreenSpark MinPower), we need to use an
objective function privileging the paths with minimal total
power consumption Wp(x) and, among them, choosing the
one with the minimum carbon footprint WD

pðxÞ:

fSðpÞ ¼ WpðxÞ þ log WD
pðxÞ: ð12Þ

The computation of the scoring function is done for
each of the k minimum cost paths, and the path p⁄ eventu-
ally chosen is the one with the lowest fS(p) value:

p� ¼ arg minffSðpÞjp 2 Kg: ð13Þ

If more than one such lightpaths exist (i.e. with the
lowest fS (p) value), the one with the minimum i index
in the set of lightpaths K is selected (to maximize
load-balancing).
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The path p⁄ is the ‘‘best’’ path between the best load-
balanced paths that minimizes the carbon footprint or
overall power consumption according to the proposed en-
ergy model, and it will be used to route the connection
request.

Note that the first stage cost function is defined over the
set of edges (8), whereas the energy-aware scoring func-
tion is defined over paths (9) to reflect our intent of achiev-
ing an acceptable compromise between the traditional
network optimization objectives, typically based only on
specific link properties, and the energy-related ones that
need to take into account more complex considerations
to be done on the higher layer concepts of lightpath/chan-
nel, interface and node role and wavelength processing
practice such as optical amplification and 3R regeneration.
That is why we structure the decision process into two
independent phases and select among the k candidate
paths the one with the minimum carbon footprint or
power consumption according respectively to the func-
tions (11) and (12), instead of simply selecting the mini-
mum cost path based only on the traditional cost
function (8).

The generic GreenSpark algorithm is sketched in Fig. 4.
The algorithm takes as input the current network state G,
the connection request q = (s,d,b) between node s and d
with QoS bandwidth requirement b, the k parameter of
the K-SPF and the objective function fS. In the first stage
(lines 1–2), the K-SPF algorithm finds the k minimum cost
paths with sufficient free bandwidth connecting the source
and destination nodes. The k paths are the best ones
according to the load-balancing cost function x((u,v)k) of
Eq. (8). In the second stage (lines 3–7), the chosen objective
function fS is evaluated for the k minimum cost paths and
the best path p⁄ is eventually chosen to route the connec-
tion request q. Finally, the new x((u,v)k) costs are updated
only for the edges of the path p⁄, and the chosen path and
new network state are returned.

6. Time and space complexity analysis

In the first stage, the computing of the K-SPF for finding
the k feasible paths for a specified source–destination
pair requires in the worst case a time complexity of
O(k � (m + n � logn)) [31]. The second stage computes the
objective function fS for each of the k paths found. The func-
tion calculation requires the computation of the power con-
sumption or GHG emissions for each network element in
the path. The maximum length of a cycle-free path in a
graph with n nodes is n � 1, thus the second stage requires
O(k � n). Hence, since the K-SPF complexity is the
dominating factor between the two stages, the worst case
runtime is given by the polynomial time complexity
O(k � (m + n � logn)). Therefore, GreenSpark belongs to the
same polynomial complexity class of the fastest SPF im-
proved by using a priority queue with a Fibonacci heap in
the implementation, O(m + n � logn) [32]. GreenSpark com-
plexity is also lower than the quadratic complexity of the
original SPF algorithm, O(n2), and significantly lower than
the cubic complexity of naïve MIRA O(n3m � log (n2/m))
optimized with the Goldberg max-flow algorithm [33].

As for space complexity, our multigraph network repre-
sentation requires less space with respect to the layered
graph approach conventionally used in dynamic RWA algo-
rithms (Fig. 1). Using up to k wavelengths on each edge, the
layered representation with C converter nodes will require
kn + 2 nodes (k layers, each dedicated to an individual
wavelength, plus two additional nodes to serve as ingress
and egress) and km + 2k + C � (k � 1) edges (converters can
be modeled by cross-layer edges that connect each layer
to the k adjacent layer – a wavelength conversion spanning
multiple frequencies will thus entail many such edges in
sequence), whilst the equivalent multigraph representa-
tion will require only n nodes and km edges, thus notably
reducing the space complexity. Besides, in the layered
graph, the ingress and egress nodes as well as the edges

Fig. 4. The GreenSpark algorithm.
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connecting them to the network have to be built each time
a new connection arrives, whilst in the multigraph ap-
proach this preprocessing phase is not necessary thanks
to its compact representation. Note that, even in absence
of wavelength conversion, all the layers of the layered
graph have to be explored, since the (first) wavelength of
the lightpath may be any, which compensates the addi-
tional check needed in the multigraph approach to enforce
the wavelength continuity constraint. Furthermore, the
higher number of nodes and edges required by the layered
graph with respect to the multigraph approach increases
the time complexity which strictly depends on the n and
m parameters.

The low computational and space complexity required
by the GreenSpark algorithm with the multigraph network
representation helps lightening the computational burden
of path computing elements and serving the connections
with lower delay with respect to more complex
approaches.

7. Performance evaluation and results analysis

In order to evaluate the effectiveness of the GreenSpark
energy-aware RWA framework and its impact on the
power consumption and carbon footprint of telecommuni-
cation networks, we conducted an extensive simulation

study on the network topology modeled as undirected
graphs in which each link has a non-negative capacity
and a specific power demand depending on both its phys-
ical and technological features. All the nodes in the graph
are characterized, apart from the traditional network-level
capabilities such as wavelength conversion and add-and-
drop capability, by their power absorption and type of en-
ergy source (i.e. green or dirty), as defined in the energy
model of Section 4.

To improve the significance of the obtained results and
make them more easily comparable with the other experi-
ences available in literature, we spent a significant effort
on the use of realistic data in all our experiments (network
topology, traffic demands, costs, and power consumption
models). Accordingly, we used in our simulations the
well-known network topology Geant2 [34] of Fig. 5 with
the bandwidths for the links ranging from OC-1 to OC-
768 bandwidth units. Here, traffic demands have been
modeled by using different randomly generated or static
predefined [35,36] traffic matrices. In the latter case, the
traffic volumes have been scaled proportionally to the re-
ported traffic distributions. The energy model has been
fed with the realistic power consumption values associated
with nodes and links taken from [2,10,37]. Recall that, since
no per-node sleep mode is assumed to be possible, the
network elements are always powered on and therefore
the GreenSpark algorithm bases its decisions exclusively

Fig. 5. Geant2: real network topology used in simulations.
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on the variable power consumption part, which is the only
one that can vary and thus be optimized. Power consump-
tion results refer thus only to the variable power
consumption.

Each connection request was characterized by a band-
width demand ranging from OC-1 to OC-192 units (i.e.
from 50 Mbps up to 10 Gbps). As the network load grows,
that is, the number of busy connection resources increases
more and more with respect to the free/released ones, we
continuously monitored the overall network power de-
mand, the percentage of green energy used compared to
the maximum available, and the network efficiency ex-
pressed by the rejection ratio/blocking factor. All the sim-
ulation experience has been conducted in a properly
crafted optical network simulation environment [38] that
allows the creation of network topologies along with the
specification of simulation parameters and configuration
files. All the results have been determined with a 95% con-
fidence interval not exceeding 6% of the indicated values,
estimated by using the batch means method with at least
25 batches. All the runs have been performed on an Intel�

Core™ i7-950 CPU @ 3.07 GHz with 16 GB RAM and 64 bit
operating system server running Sun� Java� Runtime Envi-
ronment v.1.6. In all the experiments, we used a dynamic
traffic model in which connection requests, defined by a
Poisson process, arrive with a parametric rate of c re-
quests/s and the session-holding time is exponentially dis-
tributed. The connections are distributed on the available
network nodes according to the above random-generated
or predefined traffic matrices, as summarized in Table 3.

In our lambda-switched optical framework, the re-
sources occupied by the routed connections are counted
as the sum of the ratio between the free and the busy
bandwidths along the edges. Resources are thus repre-
sented as the sum of the bandwidths on all the network
edges, while the traffic volume is represented by the quan-
tity of the utilized bandwidth in a certain time.

In all the experiments, GreenSpark has not been com-
pared with other analogous power-containment solutions
known in literature because, at the state-of-the-art, almost
all the available schemes achieve their savings by power-
ing off interfaces or entire nodes (practice avoided in real
network as already mentioned in the introduction), so that
the comparison would be misleading since shutting down
an entire device would cancel its fixed power consumption
which, in our always-on approach, is present all the time.
Conversely, the use of provably efficient and publicly avail-
able algorithms such as min hop algorithm (MHA) [39] and

minimum interference routing algorithm (MIRA) [40], al-
ready implemented in several commercial solutions, gives
us a real portrait of the power and GHG savings that will be
consequent to the introduction of the proposed schema
within real world infrastructures, and, at the same time,
demonstrates the absence of significant performance bur-
dens in traditional network management objectives
(increasing blocking probability, reduced load-balancing,
etc.) due to the new energy optimization goals.

The behavior of the algorithm varying the k parameter
has been extensively studied (Section 7.2) and, for the con-
sidered network topology, an optimal value of k = 3 was
chosen as the best compromise between the different opti-
mization objectives of the two stages (load-balancing and
greenness) and time performance (recall from Section 6
that the complexity depends on k). However, for clearness
sake, we first show the results of the comparative simula-
tions with the other RWA algorithms (Section 7.1) and,
then, show how the biasing of the k parameter affects
the performance (in terms of the two stage objective)
and the time complexity of GreenSpark for the given net-
work topology.

7.1. Comparative simulation study

In the first set of simulation shows, we report the com-
parison of the GreenSpark framework with other well-
known RWA algorithms. In these tests, the k parameter
of GreenSpark has been tuned to an optimal value (k = 3)
for the considered network topology, as a result of the
extensive simulation study reported in Section 7.2.

In Fig. 6 we plotted the connection blocking probability
versus the generated connection requests. We can observe
how MHA exhibits the highest blocking probability, essen-
tially due to the congestion of the communication links
associated with the shortest paths. MIRA [40] improves
the performance of MHA, and achieves lower blocking
probability. However, starting from 500 connection re-
quests, its blocking probability grows at quite a fast pace.
All the algorithms belonging to the Spark family (Spark,
GreenSpark MinPower and GreenSparkMinGas) perform
sensibly better than the other ones, and all their versions
achieve similar and very satisfactory results in terms of
the connection blocking probability.

In Fig. 7 we compared the total power consumption
(green and dirty) obtained by the different algorithms ver-
sus the connection requests. MIRA reveals to be the highest
power consumer, followed by MHA which, in contrast with

Table 3
Parameters used in the simulations.

Simulation parameters Dante Geant2 network

Number of connections Varying from 0 to 3000 with different resolutions
Random generated bandwidths {1, 3, 12, 24, 48, 192} OC-units with different distribution probability
GreenSpark k 1, 3, 5
Spark k, kHop 3, 20
KOA,K3R 80 km, 1000 km
Source, destination Varying according to a Poisson process, duration times exponentially distributed
RWA algorithms MHA, MIRA, Spark, GreenSpark MinPower, GreenSpark MinGas
Measurements Blocked connections, power consumptions, green energy percentages
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the previous graph, performs better than MIRA. This is due
to the longer paths chosen by MIRA with respect to MHA
that, in turn, always chooses the shortest paths to route

the connections (and, thus, statistically introduces less
power consumption). In this graphic, we can also observe
the first big difference inside the Spark family: the

Fig. 6. Connection blocking probability versus connection requests.

Fig. 7. Total power versus connection requests.
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GreenSpark algorithms have lower total power consump-
tion with respect to the energy-unaware Spark. Besides,
we note that the two GreenSpark algorithms, MinPower

and MinGas, perform almost the same as for the total
power consumption, with MinPower doing slightly better,
as expected. Anyway, the fact that the two GreenSpark

Fig. 8. Green power (percentage) versus load (routed connections).

Fig. 9. Load (routed connections) versus power budget.
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algorithms have almost the same total power consumption
does not mean that their carbon footprint is the same. This
leads us to the next graphic of Fig. 8, in which the green
component of the power consumption has been reported.

The results, highlight that there is big difference in the
use of green energy depending on the chosen GreenSpark
optimization goal, as well as for the other algorithms.
GreenSpark MinGas exhibits the topmost green power
usage percentage, i.e. it prefers lightpaths passing through
green-powered NEs and avoids sites powered by dirty
sources as much as possible. More than 29% of the total
power used by GreenSpark MinGas comes from green en-
ergy sources, thus saving considerable quantity of CO2

from being emitted by the network during its operations.
The other two algorithms of the Spark family are charac-
terized by a lower green power usage, as expected, while
keeping the blocking probability unaffected. Although
being energy-unaware, MIRA performed quite well in our
tests in terms of green power usage percentage, basically
due to its minimum interference driving criteria which
tends to balance the usage of network resources (whose
energy is equally distributed among green and dirty energy
sources), even if it exhibits a very high connection blocking
probability, reaching values of 54% starting from a load of
just 1450 connections. MHA exhibits the worst perfor-
mance both for the green power usage and for the connec-
tion blocking probability, showing its limitations in
complex network scenarios where a number of constraints,
comprising the energy-efficiency ones, have to be taken
into account. A particularly interesting issue comes from

the observation of the pseudo-sinusoidal trend in the use
of the green resources characterizing all the algorithms of
the Spark family. This behavior is due to the specific cost
and scoring functions associated with this family, in which
less costly/greener paths will be chosen first, making the
green energy percentage rise. As the usage of green paths
raises, however, also the dynamic cost assigned to such
paths increases as a consequence of their increased load
(according to the load-balancing criteria of Eq. (8), until
alternative non-green paths will be cheaper than the green
ones and thus will be preferred for connections routing.
This will make the green energy percentage decrease,
but, at the same time, increase the cost of these alternative
paths, until it will be again more convenient to route the
incoming connections on green paths, and so on. Therefore,
the pseudo-sinusoidal trend of the Spark family is some-
how a visual proof of the efficiency of the two phase selec-
tion scheme which, at first, tries to balance the network
load and, then, to minimize the specific scoring function,
such as the total power (GreenSpark MinPower), the total
GHG emissions (GreenSpark MinGas) or the total cost
(Spark).

Starting from the consideration that it is a common
practice that network operators contract a fixed power
budget with their energy supplier and then strive to re-
main within that budget since surpassing the threshold
will result in high penalty rates on the overall energy costs,
in Fig. 9 we plotted the load versus the power budget re-
quired to route the connections. The energy-aware Green-
Spark algorithms exhibit an almost optimal growth trend,

Fig. 10. Total power (green + dirty) and load (routed connections) versus different algorithms at a load causing a blocking probability of 0.05 (5%).
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showing the highest increase in the load against a fixed
increase in the power budget with respect to the other
algorithms. We can observe that the entire set of connec-
tions can be routed in the network keeping its power

budget below the 70 kW threshold (and the blocking
probability at the lowest observed values). From this point
of view, Spark performs notably well, considering that it is
energy-unaware: its power budget is only 83 kW. It is

Fig. 11. Connection blocking probability versus connection requests.

Fig. 12. Total power versus connection requests.

S. Ricciardi et al. / Computer Networks 56 (2012) 2420–2442 2437



worthwhile to note that inside the power budget of the
Spark algorithms, there are much many connections (more

than 2000) with respect to the MHA and MIRA algorithms,
which only route between 1200 and 1400 connections.

Fig. 13. Green power (percentage) versus load (routed connections).

Fig. 14. Load (routed connections) versus power budget.
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Furthermore, their power budgets are sensibly higher,
being 140 kW and 195 kW respectively, between two and
three times more than GreenSpark.

The last test of this series was conducted by keeping the
QoS on the blocking probability at the constant value of 5%.
We measured both the total required power and the load
offered by the algorithms. The graphic in Fig. 10 clearly
shows the great improvements introduced by the Spark
family both for the power consumption and the routed
connections. In particular, we observe that the GreenSpark
algorithms need as low as half of the power required by
MIRA and MHA and route double the number of their
connections, making them very attractive also for QoS con-
strained networks with strict requirements on the connec-
tion blocking probability.

As a conclusion, we observe that there is a generation
gap between the Spark family and the traditional MIRA
and MHA algorithms, both in terms of power consumption
and blocking probability. In particular, Spark performances
are quite satisfactory, but GreenSpark algorithms, thanks
to the two stages load-balancing and green objectives bal-
anced by the k parameter, perform much better in terms of
power and GHG, with MinGas even superior than MinPow-
er, since it considerably lowers the GHG emissions while
keeping almost the same total power requirements than
MinPower. Results showed that GreenSpark algorithms
not only significantly lower the required power and GHG
emissions but also increase the connections acceptance

ratio, showing that properly crafted RWA algorithms can
enable greener networks with even better performance
than before.

7.2. Tuning the GreenSpark k parameter

The k parameter value biases the load-balancing criteria
of stage one (Eq. (8)) and the greenness criteria of stage
two (Eq. (11) and Eq. (12)). Stage one restricts the set of
possible paths to the best balanced k paths between in-
gress and egress nodes according to its cost function
x((u,v)k); stage two selects, among such paths, the green-
est one according to its scoring function (MinGas or
MinPower). At the extreme cases, a k value of 1 would
restrict the stage one to always select the minimum cost
path (thus, the best load-balanced path according to
Eq. (8)) and the stage two to always select the only path
available from stage one, making the algorithm totally
energy-unaware, and therefore reducing it to a ‘‘simple’’
Dijkstra-based weighted shortest path (that is a minimum
cost one); from the other side, a large enough k value
(greater than the maximum number of possible paths be-
tween any two nodes) would make the algorithm totally
‘‘green’’, completely discarding the load-balancing effect
of stage one. Therefore, smaller values of the k parameter
bias the solution by privileging well balanced paths, while
larger values of the k parameter privilege energy related
objectives rather than the traditional network

Fig. 15. Total power (green + dirty) & Load (routed connections) versus GreenSpark with varying k values at a load causing a blocking probability of 0.05
(5%).
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management ones. A in depth study of the k parameter is
therefore interesting and it is reported here for the Geant2
network topology.

In Fig. 11 we show the blocking probability of Green-
Spark with varying values of the k parameter versus the
connection requests. As expected, the k value affects very
little the blocking ratio since the actual load-balancing is
done in the first stage, whose output are always the k best
balanced paths; in this sense, load-balancing is assured by
stage one.

On the contrary, if we look at the total (green + dirty)
power consumption versus the connection requests re-
ported in Fig. 12, we observe that the higher the k value,
the lower the total power consumption, as expected. In
fact, with higher k values, the second stage will have the
possibility to choose among a greater number of alterna-
tive paths to minimize ecological footprint of the network,
both for MinPower and MinGas, which indeed perform
very similar; in this sense, the green aspect is committed
to stage two.

However, if we take a look inside the total power con-
sumption at the green power percentage versus the load
reported in Fig. 13, we see that there is a notable difference
in the use of green energy sources at high k values. With
k = 5 and k = 7, the green power percentage of GreenSpark
MinGas markedly increases (whilst the MinPower is in the
average as expected being GHG-unaware), showing that
there is still room for green optimization at the expense
of additional computational complexity due to the calcula-
tion of the higher number of alternative paths in the stage
one. This result suggested the basis of a future work of
ours, in which we will try to reach such greener paths
through a one-stage algorithm with an omni-comprehen-
sive energy-aware/load-balancing cost function employed
to directly achieve such paths. We also note that the green
power percentage for k = 1 is quite high, showing that the
load-balancing may have positive effects on the GHG emis-
sions when the energy sources are heterogeneously dis-
tributed in the network.

In Fig. 14 we plotted the load versus the required power
budget for different k values. As seen in Fig. 12, with the
same k value, MinPower and MinGas perform quite simi-
larly in terms of total power consumption, but GreenSpark
will require different power budgets depending on the k
value. The higher the k, the lower the power budget but
also the higher the computational complexity required
for the path calculation at each connection request set-up
time. Anyway, it is worthwhile to note that there is great
improvement between k = 1 and k = 3, and only limited
gain for greater values, meaning that already with k = 3
alternative paths the GreenSpark framework is able to
sensibly reduce the power budget in an optimal balance
between greenness and performance.

Finally, the results of the test on the QoS on the blocking
probability at the constant value of 5% is shown in Fig. 15.
The total power required decreases with the increase of the
k parameter value but again, while from k = 1 to k = 3 there
is a great reduction of the total power, when passing from
k = 3 to k = 5 and k = 7 there is no such a great benefit. Note
also that, at such low load (5% of blocking probability),
there is no great difference in varying the k values as for

the number routed connections since most of the connec-
tions will have sufficient resources to be routed, even if a
slightly better performance is observed in correspondence
of the k = 3, i.e. when both the load-balancing and the
greenness objectives are fairly weighted.

8. Conclusions and future work

In this work, we focused our research effort on Green-
Spark, a novel heuristic-driven dynamic RWA framework
aiming at the minimization of power consumption and
GHG emissions in wavelength routed backbone networks.
GreenSpark operates by progressively routing the dynami-
cally incoming connections on a two-stage basis; in the
first stage, a set of k feasible paths is found according to
traditional load-balancing objective. Then, in the second
stage, the greenness of the k paths is evaluated both in
terms of power consumption (MinPower) and GHG emis-
sions (MinGas), and the greenest path is finally selected
to route the connection. Even with low k values (i.e.
k = 3), and despite its very low computational complexity,
GreenSpark achieves significant power savings and carbon
footprint reduction together with an increment of the
load-balance, resulting in lower blocking probability as
compared with several widely used routing algorithms,
as verified by the extensive simulation study.

Apart from defining an energy consumption model for
the IP over WDM network, one of the most significant
added values of the framework is the incorporation of both
physical layer issues, such as power demand of each com-
ponent, and virtual topology-based energy management
with integrated traffic grooming, adversely conditioning
the usage of energy hungry links and devices. Moreover,
since the above model also takes into account the type of
power supply associated with each device, by privileging
green sources, the proposed scheme can also be useful
for equalizing the carbon footprint of entire areas within
a real network scenario in which each device location
may be characterized by a differentiated (green or dirty)
energy source. Here, multi-objective optimization may
help us in finding the appropriate trade-off according to
the relative importance of network performance and envi-
ronmental friendliness.

As future work, we are studying an omni-comprehen-
sive energy-aware/load-balancing cost function to directly
find green paths in a single stage with even lower compu-
tational complexity. In addition, we are investigating new
energy-aware traffic engineering strategies and network
re-optimization methods, aiming at dynamically reducing
power demand, GHG emissions and costs on a time basis,
by moving data wherever electricity costs are lowest at a
particular time.

References

[1] S. Aleksic, Analysis of power consumption in future high-capacity
network nodes, IEEE/OSA Journal of Optical Communications and
Networking 1 (3) (2009) 245–258, http://dx.doi.org/10.1364/
JOCN.1.000245.

[2] B. Project, WP 21 TP green optical networks, D21.2b report on Y1 and
updated plan for activities, 2009.

2440 S. Ricciardi et al. / Computer Networks 56 (2012) 2420–2442



[3] J. Baliga, R. Ayre, K. Hinton, W. Sorin, R. Tucker, Energy consumption
in optical IP networks, Journal of Lightwave Technology 27 (13)
(2009) 2391–2403, http://dx.doi.org/10.1109/JLT.2008.2010142.

[4] G. Shen, R. Tucker, Energy-minimized design for IP over WDM networks,
IEEE/OSA Journal of Optical Communications and Networking 1 (1)
(2009) 176–186, http://dx.doi.org/10.1364/JOCN.1.000176.

[5] F. Idzikowski, S. Orlowski, C. Raack, H. Woesner, A. Wolisz, Saving
energy in IP-over-WDM networks by switching off line cards in low-
demand scenarios, in: Optical Network Design and Modeling (ONDM),
2010 14th Conference on, 2010, pp. 1–6. doi:http://dx.doi.org/10.
1109/ONDM.2010.5431569.

[6] J. Wang, S. Ruepp, A.V. Manolova, L. Dittmann, S. Ricciardi, D.
Careglio, Green-aware routing in GMPLS networks, in: Computing,
Networking and Communications (ICNC), 2012 International
Conference on, 2012, pp. 227–231. http://dx.doi.org/10.1109/
ICCNC.2012.6167416.

[7] I. Chlamtac, A. Ganz, G. Karmi, Lightpath communications: an
approach to high bandwidth optical wan’s, IEEE Transactions on
Communications 40 (7) (1992) 1171–1182, http://dx.doi.org/10.
1109/26.153361.

[8] F. Palmieri, U. Fiore, S. Ricciardi, SPARK: a smart parametric online
RWA algorithm, Journal of Communications and Networks 9 (4)
(2007) 368–376.

[9] S. Nedevschi, L. Popa, G. Iannaccone, S. Ratnasamy, D. Wetherall,
Reducing network energy consumption via sleeping and rate-
adaptation, in: Proceedings of the 5th USENIX Symposium on
Networked Systems Design and Implementation, NSDI’08, 2008,
pp. 323–336.

[10] S. Ricciardi, D. Careglio, G. Santos-Boada, J. Solé-Pareta, U. Fiore, F.
Palmieri, Towards an energy-aware internet: modeling a cross-layer
optimization approach, Telecommunication Systems (2011) 21–22.

[11] A. Muhammad, P. Monti, I. Cerutti, L. Wosinska, P. Castoldi, A.
Tzanakaki, Energy-efficient WDM network planning with dedicated
protection resources in sleep mode, in: GLOBECOM 2010, 2010 IEEE
Global Telecommunications Conference, 2010, pp. 1–5. doi:http://
dx.doi.org/10.1109/GLOCOM.2010.5683205.

[12] S. Ricciardi, D. Careglio, F. Palmieri, U. Fiore, G. Santos-Boada, J. Solé-
Pareta, Energy-oriented models for WDM networks, in: Green
Networking 2010 Workshop (GN2010), Co-located with the 7th
International ICST Conference on Broadband Communications,
Networks, and Systems (Broadnets), 2010.

[13] M. Gupta, S. Singh, Greening of the internet, in: Proceedings of the
2003 Conference on Applications, Technologies, Architectures, and
Protocols for Computer Communications, SIGCOMM ’03, 2003, pp.
19–26.

[14] J. Chabarek, J. Sommers, P. Barford, C. Estan, D. Tsiang, S. Wright,
Power awareness in network design and routing, in: INFOCOM 2008,
The 27th Conference on Computer Communications, IEEE, 2008, pp.
457–465. doi:http://dx.doi.org/10.1109/INFOCOM.2008.93.

[15] E. Star, Small network equipment, June 2011.
[16] C. Gunaratne, K. Christensen, B. Nordman, S. Suen, Reducing the

energy consumption of ethernet with adaptive link rate (alr), IEEE
Transactions on Computers 57 (4) (2008) 448–461, http://
dx.doi.org/10.1109/TC.2007.70836.

[17] R. Hays, Active/idle toggling with 0BASE-x for energy efficient
ethernet, in: IEEE 802.3az Task Force, 2007.

[18] Y. Wu, L. Chiaraviglio, M. Mellia, F. Neri, Power-aware routing and
wavelength assignment in optical networks, in: 35th European
Conference on Optical Communication, ECOC’09, IEEE, 2009, pp. 1–2.

[19] S. Ricciardi, D. Careglio, F. Palmieri, U. Fiore, G. Santos-Boada, J. Solé-
Pareta, Energy-aware RWA for WDM networks with dual power
sources, in: 2011 IEEE International Conference on Communications
(ICC), 2011, pp. 1–6. doi:http://dx.doi.org/10.1109/icc.2011.5962432.

[20] L. Chiaraviglio, M. Mellia, F. Neri, Reducing power consumption in
backbone networks, in: Proceedings of the 2009 IEEE International
Conference on Communications, ICC’09, IEEE Press, Piscataway,
NJ, USA, 2009, pp. 2298–2303. doi:http://dx.doi.org/10.1109/ICC.
2009.5199404.

[21] A. Silvestri, A. Valenti, S. Pompei, F. Matera, A. Cianfrani, Wavelength
path optimization in optical transport networks for energy saving,
in: 11th International Conference on Transparent Optical Networks.
ICTON ’09, 2009, pp. 1–5. doi:http://dx.doi.org/10.1109/ICTON.2009.
5185212.

[22] Kist, Alexander A, Aldraho, Abdelnour, Dynamic topologies for
sustainable and energy efficient traffic routing, Computer
Networks, 55 (9) (2011) 2271–2288, http://dx.doi.org/10.1016/j.
comnet.2011.03.008.

[23] F. Farahmand, M. Hasan, I. Cerutti, J. Jue, J. Rodrigues, Power-efficient
lightpath-based grooming strategies in WDM mesh networks, in:

2011 Proceedings of 20th International Conference on Computer
Communications and Networks (ICCCN), 2011, pp. 1–6. doi:http://
dx.doi.org/10.1109/ICCCN.2011.6006064.

[24] C. Systems, Cisco IP router CR1, September 2011.
[25] J. Networks, T series routing platforms, September 2011.
[26] W. Vereecken, W. Van Heddeghem, D. Colle, M. Pickavet, P.

Demeester, Overall ICT footprint and green communication
technologies, in: 2010 4th International Symposium on
Communications, Control and Signal Processing (ISCCSP), 2010, pp.
1–6. doi:http://dx.doi.org/10.1109/ISCCSP.2010.5463327.

[27] S. Ricciardi, D. Careglio, U. Fiore, F. Palmieri, G. Santos-Boada, J. Solé-
Pareta, Analyzing local strategies for energy-efficient networking, in:
V. Casares-Giner, P. Manzoni, A. Pont (Eds.), NETWORKING 2011
Workshops, Lecture Notes in Computer Science, vol. 6827, Springer,
Berlin/Heidelberg, 2011, pp. 291–300.

[28] A. Adelin, P. Owezarski, T. Gayraud, On the impact of monitoring
router energy consumption for greening the internet, in: 2010 11th
IEEE/ACM International Conference on Grid Computing (GRID), 2010,
pp. 298–304. doi:http://dx.doi.org/10.1109/GRID.2010.5697988.

[29] M. Kodialam, T. Lakshman, Minimum interference routing with
applications to MPLS traffic engineering, in: INFOCOM 2000,
Proceedings of the Nineteenth Annual Joint Conference of the IEEE
Computer and Communications Societies, IEEE, vol. 2, 2000, pp. 884–
893. doi:http://dx.doi.org/10.1109/INFCOM.2000.832263.

[30] K. Katrinis, A. Tzanakaki, On the dimensioning of WDM optical
networks with impairment-aware regeneration, IEEE/ACM
Transactions on Networking 19 (3) (2011) 735–746, http://
dx.doi.org/10.1109/TNET.2010.2090540.

[31] N. Katoh, T. Ibaraki, H. Mine, An efficient algorithm for K shortest
simple paths, Networks 12 (4) (1982) 411–427, article id 8506112,
http://dx.doi.org/10.1002/net.3230120406.

[32] R. Ramamurthy, B. Mukherjee, Fixed-alternate routing and
wavelength conversion in wavelength-routed optical networks,
IEEE/ACM Transactions on Networking 10 (3) (2002) 351–367,
http://dx.doi.org/10.1109/TNET.2002.1012367.

[33] A.V. Goldberg, R.E. Tarjan, A new approach to the maximum flow
problem, Journal of the ACM 35 (1988) 921–940.

[34] Geant, The Geant2 network, June 2011.
[35] R. Ramaswami, K. Sivarajan, Design of logical topologies for

wavelength-routed optical networks, IEEE Journal on Selected
Areas in Communications 14 (5) (1996) 840–851, http://dx.doi.org/
10.1109/49.510907.

[36] S. Uhlig, B. Quoitin, J. Lepropre, S. Balon, Providing public
intradomain traffic matrices to the research community, SIGCOMM
Computer Communication Review 36 (2006) 83–86.

[37] F.Idzikowski, Power consumption of network elements in IP over
WDM networks, TKN Technical Report Series TKN-09-006,
Telecommunication Networks Group, Technical University Berlin,
July 2009.

[38] F. Palmieri, U. Fiore, S. Ricciardi, Simulnet: a wavelength-routed
optical network simulation framework, in: IEEE Symposium on
Computers and Communications. ISCC 2009, pp. 281–286.
doi:http://dx.doi.org/10.1109/ISCC.2009.5202259.

[39] D. Awduche, L. Berger, D. Gan, T. Li, V. Srinivasan, G. Swallow, RSVP-
TE: Extensions to RSVP for LSP tunnels, Internet Draft draft-ietf-
mplsrsvp-lsp-tunnel-04.txt, 1999.

[40] K. Kar, M. Kodialam, T. Lakshman, Minimum interference routing of
bandwidth guaranteed tunnels with MPLS traffic engineering
applications, IEEE Journal on Selected Areas in Communications 18
(12) (2000) 2566–2579, http://dx.doi.org/10.1109/49.898737.

Sergio Ricciardi is a research associate in the
Advanced Broadband Communications Center
(CCABA) at the Department of Computer
Architecture of the Technical University of
Catalonia (UPC). He holds two Masters of
Science in Computer Science (University of
Naples Federico II, Italy, in 2006 and Technical
University of Catalonia, Spain, in 2010, both
with honors). He worked with the Federico II
University and with the Italian National
Institute for Nuclear Physics (INFN) within
several national and international projects.
His research interests are mainly focused on

energy-aware RWA algorithms and protocols for telecommunication
networks and energy-oriented optimizations for grid/cloud computing.

S. Ricciardi et al. / Computer Networks 56 (2012) 2420–2442 2441



Francesco Palmieri is an assistant professor
at the Engineering Faculty of the Second
University of Napoli, Italy. His major research
interests concern high performance and evo-
lutionary networking protocols and architec-
tures, routing algorithms and network
security. Since 1989, he has worked for sev-
eral international companies on networking-
related projects and, starting from 1997, and
until 2010 he has been the Director of the
telecommunication and networking division
of the Federico II University, in Napoli, Italy.
He has been closely involved with the devel-

opment of the Internet in Italy as a senior member of the Technical-
Scientific Advisory Committee and of the CSIRT of the Italian NREN GARR.
He has published a significant number of papers in leading technical
journals and conferences and given many invited talks and keynote
speeches.

Ugo Fiore leads the Network Operations Center
at the Federico II University, in Naples. He began
his career with Italian National Council for
Research and has also more than 10 years of
experience in the industry, developing software
support systems for telco operators. His
research interests focus on optimization tech-
niques and algorithms aiming at improving the
performance of high-speed core networks. He is
also actively pursuing two other research
directions: the application of non-linear tech-
niques to the analysis and classification of traf-
fic; security-related algorithms and protocols.

Davide Careglio (S’05–M’06) received the
M.Sc. and Ph.D. degrees in telecommunica-
tions engineering both from Universitat
Politcnica de Catalunya (UPC), Barcelona,
Spain, in 2000 and 2005, respectively, and the
Laurea degree in electrical engineering from
Politecnico di Torino, Turin, Italy, in 2001. He
is currently an Associate Professor in the
Department of Computer Architecture at UPC.
Since 2000, he has been a Staff Member of the
Advanced Broadband Communication Center.
His research interests include networking
protocols with emphasis on optical switching

technologies, and algorithms and protocols for traffic engineering and
QoS provisioning. He is the coauthor of more than 80 publications in

international journals and conferences. He has participated in many
European and national projects in the field of optical networking and
green communication.

Germán Santos-Boada obtained his M.Sc.
degree in Telecom Engineering in 1978, and
his Ph.D. in 1993, both from the Technical
University of Catalonia (UPC). He worked for
Telefónica as manager of engineering from
1984 up to 2007 and simultaneously he joined
the Computer Architecture Department of
UPC as a partial time Assistant Professor.
Currently he is full time Assistant Professor
with this department. Dr. Santos current
research interests are Quality of Service pro-
visioning in next generation optical access
networks and optical energy-aware network

modeling. He is currently involved in the COST 804 action.

Josep Solé-Pareta obtained his M.Sc. degree
in Telecom Engineering in 1984, and his Ph.D.
in Computer Science in 1991, both from the
Technical University of Catalonia (UPC). In
1984 he joined the Computer Architecture
Department of UPC. Currently he is Full Pro-
fessor with this department. He did a Postdoc
stage (summers of 1993 and 1994) at the
Georgia Institute of Technology. He is co-
founder of the UPC-CCABA, and UPC-N3cat.
His publications include several book chapters
and more than 150 papers in relevant
research journals (>25), and refereed inter-

national conferences. His current research interests are in Nanonet-
working Communications, Traffic Monitoring, Analysis and High Speed
and Optical Networking and Energy Efficient Transport Networks, with
emphasis on traffic engineering, traffic characterization, MAC protocols
and QoS provisioning. He has participated in many European projects
dealing with Computer Networking topics.

2442 S. Ricciardi et al. / Computer Networks 56 (2012) 2420–2442





Saving Energy in Data Center Infrastructures 

Sergio Ricciardi  
Davide Careglio  

Germán Santos-Boada  
Josep Solé-Pareta 

Dept. d’Arquitectura de Computadors 
Universitat Politècnica de Catalunya 

Barcelona, Spain 
e-mail: sergior@ac.upc.edu 

Ugo Fiore 
Centro Servizi Informativi 

Università di Napoli Federico II 
Naples, Italy 

e-mail: ufiore@unina.it 

Francesco Palmieri 
Dipartimento di Ingegneria 

dell’Informazione 
Seconda Università di Napoli 

Aversa, Italy 
e-mail: fpalmier@unina.it 

Abstract— At present, data centers consume a considerable 
percentage of the worldwide produced electrical energy, 
equivalent to the electrical production of 26 nuclear power 
plants, and such energy demand is growing at fast pace due to 
the ever increasing data volumes to be processed, stored and 
accessed every day in the modern grid and cloud 
infrastructures. Such energy consumption growth scenario is 
clearly not sustainable and it is necessary to limit the data 
center power budget by controlling the absorbed energy while 
keeping the desired level of service. In this paper, we describe 
EnergyFarm, a data center energy manager that exploits load 
fluctuations to save as much energy as possible while satisfying 
quality of service requirements. EnergyFarm achieves energy 
savings by aggregating traffic during low load periods and 
temporary turning off a subset of computing resources. 
EnergyFarm respects the logical and physical dependencies of 
the interconnected devices in the data center and performs 
automatic shut down even in emergency cases such as 
temperature peaks and power leakages. Results show that high 
resource utilization efficiency is possible in data center 
infrastructures and that huge savings in terms of energy 
(MWh), emissions (tons of CO2) and costs (k€) are achievable. 

Energy-efficiency, power management, sleep mode, green 
data centers, grid computing, cloud computing. 

I. INTRODUCTION

It is estimated that worldwide data centers alone consume 
26 GW of electrical power corresponding to about 1.4% of 
the worldwide electrical energy consumption, with a growth 
rate of 12% per year [1][2]. To give an idea, the Barcelona 
Supercomputing Center (a medium-size data center) pays 
every year more than € 1 million just for the energy bill and 
consumes 1.2 MW [3], as much power as a town of 1,200 
houses [4]. The power consumption in data centers originates 
from the involved computing, storage and interconnection 
equipment, together with the associated HVAC (heating, 
ventilation and air conditioning), UPS (uninterruptible power 
supply) systems and lighting facilities, with the servers being 
the most energy-hungry devices. The power usage 
effectiveness (PUE) index, defined by the Green Grid [5], 
measures the efficiency of an ICT facility as the ratio of the 
total amount of power used by the facility to the power 
delivered to the computing equipment alone. While larger 

data centers tend to be able to implement more efficient 
cooling, high availability needs may require the use of 
expensive UPS and more redundancy, which then result in a 
higher PUE. A PUE value of 2 is the current average [6], 
meaning that HVAC and UPS double the energy 
requirements. In data centers, a wide variety of computing 
resources are usually available, ranging from small servers 
with computational capabilities comparable to personal 
computers, to large supercomputers. Furthermore, there are 
different types of servers optimized for specific tasks such as 
web and database servers. One of the largest problems of this 
equipment is the relative independence of the power 
consumption with their real operating load [6] and the 
consequent need for energy-proportional architectures [7]. 
This, combined with the fact that many servers are being 
operated far below their actual capacity [7][8], leads to a lot 
of wasted energy in data centers, thus enabling great 
potential energy savings. Next to using optimized 
components, a second level of optimization lies in power 
management. In such a scenario, three energy-saving 
approaches are available: “do less work”, “slow down” and 
“turn off idle elements”. In the “do less work” strategy, the 
processes are optimized so that the load to be executed 
becomes minimal, resulting in lower power consumption. 
The “slow down” strategy considers that the faster a process 
runs, the more resource intensive it becomes. In complex 
processes, the speeds of several sub-processes don't match 
and thus resources are used without being absolutely 
required. There are two ways of slowing down processes. 
They can be run with adaptive speeds, by selecting the 
minimal required speed to complete the process in time. 
Alternatively, buffering can be introduced so that instead of 
running a process immediately upon arrival, one can collect 
new tasks until the buffer is full and then execute them in 
bulk. This allows for components to be temporarily switched 
off resulting in lower power consumption. The “turn off idle 
elements” strategy refers to the possibilities offered by 
exploiting a low-consumption state (sleep mode). Basically, 
the sleep mode aims at switching into an idle mode the 
devices during periods of inactivity. Unloaded servers can be 
dynamically put into sleep mode during low-load periods, 
contributing to great power savings. For data centers and 
grid/cloud infrastructures, if properly employed, the sleep 
mode may represent a very useful mean for limiting power 
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consumption of lightly loaded sites. Data centers are in fact 
inherently modular, as they are built up by a number of 
logical-equivalent elements (bulks of servers). A grid site, 
for example, is basically composed by a disk pool manager 
(DPM) that controls data storage (storage elements SE, disk 
servers DS, storage systems SS), and a computing element 
(CE) that sends jobs to working nodes (WN). While the 
DPM and the CE are usually hosted on individual servers 
(for a grid of medium size), the SEs and especially the WNs 
functions may be distributed over a very large number of 
nodes. All these servers are up and running even if the farm 
is scarcely loaded or idle. Aggregating the jobs on a subset of 
SEs and WNs allows putting into sleep mode all the 
remaining nodes greatly reducing the energy consumption 
(assuming replicated data on SEs). In this direction, we 
started from the PowerFarm software [9] developed to 
manage power losses and temperature/humidity peaks in grid 
sites, that can be used to automatically shut down devices in 
case of emergency (such as temperature peaks, smoke or fire 
alerts, etc). It works by processing the SNMP trap alerts and 
taking the corresponding preconfigured actions, but it lacks 
the intelligence to take any energy saving action. Thus, we 
extended the PowerFarm framework to monitor current loads 
and server power consumptions and to turn on/off servers as 
needed while respecting physical and logical dependencies 
among them. Accordingly, we developed EnergyFarm, a 
simple and effective energy control system, which, through a 
service-demand matching algorithm, determines the subset 
of servers that may be powered off while satisfying the data 
center computing and storage demand. 

II. RELATED WORK

In order to reduce the energy consumption of data 
centers, a number of directions have been highlighted in the 
literature. In [1] it is argued that significant power savings 
can be realized through virtual server configurations, 
allowing to switch off most servers during night hours and 
only using the full capacity of servers during peak hours. In 
[10], a number of measures are identified: legacy equipment 
requiring appropriate software may undergo hardware 
upgrades (such as modified power supply modules) and their 
network presence may be transferred to a proxy or agents 
allowing the end device to be put in low consuming mode 
during inactivity periods while being virtually connected to 
the Internet. The authors also plead the need to enable 
renewable energy sources, such as solar, wind or hydro 
power, to supply power to ICT systems. This approach 
seems specifically applicable to data centers, which can be 
located at renewable energy production sites. However, since 
renewable energy sources tend to be unpredictable (e.g., 
wind), or vary during day and night (e.g., sun), this would 
imply that the data itself need to be migrated from one data 
center to the other, according a so-called follow-the-sun or 
chase-the-wind scenario [11]. As a consequence, energy-
efficient high bandwidth networks and routing architectures 
will be required. Along this line of thought, a study 
performed in [12] investigates cost-aware and energy-aware 
load distribution across multiple data centers. The study 
evaluates the potential cost and carbon savings for data 

centers located in different time zones and partly powered by 
green energy and founds that, when optimizing for green 
energy use, green data centers can decrease CO2 emission by 
35% by leveraging the green data centers at only a 3% cost 
increase. Several sources [1][6][13][14] in literature have 
pointed out the sleep mode as a solution for achieving 
energy-efficiency. In [6] the authors focus on component 
level where more efficient technologies should be used. In 
[15] a network power manager is presented, which 
dynamically adjusts the set of active network elements (links 
and switches) to satisfy changing data center traffic loads; it 
is focused on the network infrastructure of the data centers. 
Our work is instead focused on improving the operating 
energy efficiency of the computing resources (servers), 
which are responsible for the greatest part of data centers 
energy consumption. 

III. AN ENERGY-AWARE DATA CENTER CONTROL PLANE

A data center is composed by a number of servers 
running jobs (or tasks) that come from the Internet. Every 
server has a processing capacity, depending essentially on 
the number of cores and/or processors. The data center 
workload is thus represented by the jobs that the data center 
has to process in each moment. Typical data centers are 
strongly over-provisioned to work well under peak 
workloads [7][8]. However, idle servers are normally kept 
turned on even if there are no jobs to process. This clearly 
represents a waste in the power utilization and a cost in the 
energy bill. Our goal is to reduce the set of active servers to a 
subset of servers and turn off the idle ones, according to the 
“turn off idle elements” approach. In this scenario, 
EnergyFarm will be the high-level energy-aware control 
plane logic that complements and extends the low-level 
PowerFarm actuator facilities, which physically manage the 
power distribution in the data center. In order to exploit load 
fluctuations by turning off inactive servers and saving 
energy, we defined a specific operating policy within 
EnergyFarm that establishes what should be done, and 
implemented the corresponding mechanisms in PowerFarm 
which specify how it should be realized. Thus, as the job 
traffic load changes, the policy indicates which servers have 
to be turned off and the PowerFarm facilities implement the 
correct procedures to accomplish the task while respecting 
the physical and logical dependencies among the data center 
devices. In particular, the main EnergyFarm operating policy 
has been implemented through a proactive algorithm – 
running within the farm resource broker – that constantly 
monitors the traffic load and dynamically decides the subset 
of servers that may be turned on/off, while the PowerFarm 
actuator functions have the task to correctly power on/off 
such servers. 

A. Modeling Resource Allocation and Traffic Fluctuations 
In our model, we follow the usual scenario in which each 

job is assigned to one CPU core, so that a server with 
multiple CPUs making available n total cores may run n jobs 
without experiencing any performance slowdown. For multi-
core CPUs, we take advantage of such characteristic by 
aggregating jobs on a subset of servers in order have more 
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idle servers to turn off. For servers with n CPU cores, several 
aggregation strategies are possible: among the active servers, 
first-fit assigns a new job to the first server with one CPU 
core available. Best-fit tries to compact the jobs as much as 
possible; the new job is assigned to a server with just 1 core 
free (and, thus, n – 1 busy) if any such server exists. 
Otherwise, it looks for a server with 2 free cores, then with 3, 
and so on, up to n. Clearly, first-fit is faster but it leaves a 
great number of servers not fully loaded; best-fit gives the 
best results since it compacts the jobs as much as possible 
and frees the maximum number of servers that may be 
turned off. Besides compacting as much as possible, best-fit 
is also profitable since a multi-core server with a high 
number of busy cores is less probable to get free of all his 
jobs (and, thus, of being put into sleep mode) than a server 
with a low number of jobs. Best-fit computational 
complexity may be improved to work in constant amortized 
time by implementing the server priority queue with a 
Fibonacci heap. If servers are single-core devices, no 
aggregation is possible and all the energy savings come 
exclusively from the shutdown of the idle servers. 

Typical data centers traffic demands are not constant 
over time: on the contrary, they are characterized by high 
utilization periods (e.g., during some hours of the day) 
followed by low utilization periods (e.g., during the night). 
In particular, it has been observed that the traffic load 
fluctuations are almost predictable within certain fixed time 
periods (e.g., day-night, months or years) and resemble a 
pseudo-sinusoidal trend [15][16]. In Fig. 1 it is reported the 
theoretical daily traffic variation of a typical energy-unaware 
production site [15]: the traffic load (demand) follows a 
pseudo-sinusoidal trend whilst the power keeps constant 
during high and low load periods. This behavior is due to 
data center resources that are always on and consume energy 
even during low load periods. The idea is to introduce 
elasticity in the demand-capacity provisioning, by 
dynamically varying the capacity with the demand, like 
depicted in Fig. 2. In theory, the capacity should resemble 
the demand as closely as possible, but two main problems 
have to be addressed. First, the capacity is not a continuous 
curve but is instead a step function in which each step 
corresponds to a computing resource (e.g., a server in the 
farm) turned on/off. Thus, the demand curve has to be 
approximated with a step service curve that serves the 
demand while minimizing the energy consumption (Fig. 3). 
Second, the provisioned capacity should have a safety 
margin (i.e., a distance d between the demand and the 
capacity curves) to cope with peak loads. The margin 
represents the number of servers that are preventively turned 
on for serving new jobs to come. The smaller the d, the lower 
the energy consumption, but also the lower the number of 
jobs that will be served without delay. The higher the d
value, the more the jobs that will be served as they arrive, but 
also the higher the energy consumption (since a greater 
number of servers have to be powered on). The safety 
margin d has to be large enough to avoid oscillating between 
states for little variations of the load. During the start up of a 
server, in fact, peaks in the power absorption are 
experienced, due to the server bootstrap procedure and the 

OS loading process. Therefore, d is upper-bounded by the 
energy consumption and lower-bounded by the peak load 
absorption capacity and oscillation minimization 
requirement. At any instant, the absorbed power is directly 
proportional to the number of active servers; so the closer the 
service curve resembles the demand curve, the lower the 
required power will be. With the safety margin d, a bulk of k
≤ d incoming jobs will not have to wait. Thus, the d
parameter sets the size of the zero-waiting queue of jobs that 
are immediately served as they arrive. If k > d, there will be k
– d jobs that will have to wait a time t before they can get 
served, where t is the start-up time of the servers (obviously, 
if the load reaches the site maximum capacity, all new jobs 
will have to wait for new resources to become available). 
The start-up time t may sensibly vary with the available 
technology. For agile servers equipped with enhanced sleep 
mode capabilities, t may be in the order of ms, whilst for 
legacy equipment a complete bootstrap procedure will be 
required and t may grow up to some minutes (see Table I). In 
general, the higher the t value, the higher the d, and thus the 
lower the energy saving margin, while with low values of t,
greater energy savings are possible. In Table I we reported 
the (software and hardware) turn off and wake-up times 
measured in the INFN1 Tier2 Grid Site of the CERN2 LHC3

experiments. Legacy servers, not equipped with the sleep 
mode, need several tens or even hundreds of seconds to 
switch state. Such high times indicate that the enhanced sleep 
mode feature is strongly advised and may bring great 
benefits in terms of energy savings, as the results in Section 
IV confirms. 

TABLE I. COMPLETE TURN ON/OFF TIMES (SECONDS) FOR 
DIFFERENT DEVICES.

Server type Power on 
(hardware) 

Power off 
(software) 

Power off 
(hardware) 

Computing Element (CE) 120 20 5 

Storage Element (SE) 180 10 5 

Home Location Register 
(HLR) 120 60 5 

Pizzabox form factor 
Servers 120 10 5 

Blade Servers 
(Dell® DRAC) 160 45 45 

Storage Server (IBM®

DS400 Storage System) 60 10 10 

B. Energy Savings Potential 
In order to evaluate the maximum potentialities of our 

energy saving approach, we consider instantaneous 
transitions among the sleep and the active states (t = 0) and 
theoretical sinusoidal traffic, like the one depicted in Fig. 3. 
The demand curve represents the traffic load during the day, 
while the service curve represents the servers that must be 

                                                          
1 Italian National Institute for Nuclear Physics, Naples, Italy. 
2 European Organization for Nuclear Research, Geneve, France-
Switzerland.
3 Large Hadron Collider.
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active to process the job requests. Without any energy saving 
management, the power consumption of the data center stays 
constant [15], and the energy is the integral of power over 
time:  
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where p(t) is the power consumption function and  t1 and 
t2 are the considered time extremes. Ideally, the lower bound 
for the data center energy consumption is given by:  
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where the l(t) function describes the load curve. 
EnergyFarm approximates such curve with the service curve 
s(t), which is the step function that establishes the minimum 
set of resources that have to stay powered on to serve the 
current demand. Therefore, with our energy saving schema 
the theoretical energy consumption is given by:  
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Clearly, it holds that (2) < (3) << (1), and the bigger the 
difference between (1) and (3) the greater the energy saving. 
Theoretically, the energy saving is upper-bounded by:  
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while the actual energy saving is given by:  
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where n is the number of intervals in which the time 
interval [t1, t2] is divided and i is the duration of the i-th 
time interval; note that n sets the time-basis on which the 
EnergyFarm is executed. Therefore, eq. (5) represents the 
energy saving of our EnergyFarm approach which will be 
evaluated in detail in Section 6. 

C. The service-demand matching algorithm 
Given a demand curve, the EnergyFarm service-demand 

matching algorithm determines the service curve that 
satisfies the demand while limiting the number of active 
server and, thus, the power consumption. As an example, 
let’s consider the scenario depicted in Fig. 4 and Fig. 5. 

Figure 1. Capacity-demand mismatch leads to resource and energy 
wastes. 

Figure 2. Theoretical provisioning elasticity concept. 

Figure 3. Service-demand matching. 

In Fig. 4 the demand curve increases between ti and ti+1,
consequently the distance from the service curve decreases 
from di to di+1. Since di+1 < d, the algorithm detects the 
increase in the demand (totally absorbed by the guard band 
d, thus no delay is added in this case) and consequently 
increases the number of active servers by turning on si+1 – si
servers. 
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Figure 4. Incrementing the service curve in response to demand increase. 

The opposite situation is depicted in Fig. 5, where a 
decrement di+1 > d in the demand curve causes the algorithm 
to decrease the service curve from si+1 to si.

Figure 5. Decrementing the service curve in response to demand decrease. 

IV. PERFORMANCE ANALYSIS RESULTS

We evaluated the performances of EnergyFarm through 
simulations against several available data referring to two 
different-sized data centers. To model a large data center we 
used the Google farm [7][8] composed by more than 5,000 
blade servers monitored over a six-month period; for the 
small data center we used the Naples LHC Tier2 Grid site of 
the INFN section [9] composed by more than 100 servers in 
the pizzabox form factor.  First, we evaluated the impact of 
the safety margin d against the potential savings, in terms of 
energy (MWh), emissions (tons of CO2) and economical cost 
(k€). For a commercial/industrial facility like a data center, 
the average cost of energy is € 0.12 per kWh [17]. We 
considered fossil-fueled energy plants powering the data 
centers, which emits 890 grams of CO2 per kWh (ACV-DRD 
study [1]). Several simulations have been conducted for 
different values of the safety margin d. Results show that, for 
the small data center, the maximum cost savings is more than 
35 k€ per year, while for the large data center the cost saving 
may reach € 1.5 millions, with a reduction of more than 13 
GWh in the energy consumption and more than 11 kTons of 
CO2 in the emissions (see Table II). Such results should not 

surprise: servers are rarely utilized at their full capacity and 
most of the time operate at between 10% and 50% of their 
maximum utilization levels [7]. As expected, the d value 
affects the energy savings and the consequent CO2 emissions 
and bill costs. Best results have been achieved with low 
values of the safety margin. 

TABLE II. PER YEAR SAVINGS WITH ENERGYFARM (SINGLE-CORE
SERVERS) AND VARIABLE SAFETY MARGINS d.

Safety margin Energy 
(MWh) 

Emissions 
(Tons of CO2) 

Cost 
(k€) 

Small data center 

d = 1% 299.2 266.2 35.9 
d = 10% 259.9 231.3 31.2 
d = 50% 92.2 82.1 11.1 

Large data center

d = 1% 13184.9 11735.0 1582.2 
d = 10% 11455.3 10195.3 1374.6 
d = 50% 4065.3 3618.1 487.8 

Note that, since our goal is to provide a lower bound for the 
energy savings of the modern and future data center, the 
transition time t between the on and off states have been put 
to 0, thus there is no delay in the powering on/off the servers 
(i.e. all agile servers). As a consequence, the frequency of the 
load variations (i.e., how and how often the traffic load 
varies in time) only affects the number of transitions between 
on/off states, but it does not influence the energy savings at 
all, as each variation is immediately followed by the 
corresponding on/off action on the involved servers. In our 
tests, the efficiency in the resource utilization has reached 
similar values for the small and the large data centers, 
varying from 20% to 68%, meaning that a good percentage 
of the servers has been put into sleep mode for considerable 
time (see Table III). 

TABLE III. ENERGYFARM EFFICIENCY IN THE RESOURCE 
UTILIZATION.

Average resource utilization in EnergyFarm (%)
d = 1% d = 10% d = 50% 

68,0282 59,1045 20,975 

The EnergyFarm saving margins decrease almost linearly as 
the d values increases (Fig. 12). In fact, while the load is far 
from the actual data center capacity, savings and d vary 
linearly but, as load approaches higher values, the threshold 
d will exclude a higher number of devices from being turned 
off, leading to relatively lower savings. When considering 
multi-core devices, job aggregation is possible. Two 
aggregation strategies have been studied: first-fit and best-fit. 
In our tests first-fit has always performed worse than best-fit 
(up to 50%), so here we only focus on the best-fit strategy. 
Results, both for the small and large data centers, show a 
common behavior, even if with different rates: the more the 
cores in the data center, the more the energy consumption. 
This is due to the fact that the data centers work far from 
their actual maximum utilization capacity and causes multi-
core server to operate with only few jobs even with the best-
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fit strategy, i.e. multi-core servers present internal 
fragmentation (not all the cores are always busy). 

Figure 6. Energy, CO2 and costs with varying d values (large data center). 

Thus, at low loads, assigning one job to a single-core server 
costs less than executing it on a 8-core server (due to the 
greater energy consumption of the latter), whilst, at higher 
loads, the greater computing density of multi-core servers 
may be exploited by the best-fit strategy to lower the overall 
data center energy consumption. 

TABLE IV. ENERGYFARM PERFORMANCES WITH VARYING NUMBER
OF CORES PER SERVERS (d = 1%). 

Cores per server 1 2 4 8 

Aggregation No Best-fit 
Small Data Center 

Energy (MWh) see  
Table II 

138.36 142.79 152.05 
CO2 (Tons) 123.14 127.08 135.32 

Cost (k€) 16.60 17.13 18.25 
Large Data Center 

Energy (MWh) see  
Table II 

6003.57 6007.36 6015.16 
CO2 (Tons) 5343.18 5346.55 5353.49 

Cost (k€) 720.43 720.88 721.82 

V. CONCLUSIONS

In this work, we presented EnergyFarm, an energy manager 
which can be used on the modern and future grid/cloud data 
center infrastructures to save energy. Current farms are 
usually over-provisioned and fluctuations in the traffic load 
are observed at various time periods. To take advantage of 
such a situation, we developed EnergyFarm which, through 
the service-demand matching algorithm and the job 
aggregation capabilities, allows turning off idle servers, 
while respecting both the demand requirements and the 
logical and physical dependencies. Results showed that great 
efficiency in the resource allocation can be achieved 
(between 20% and 68%), allowing significant energy, cost 
and emissions savings. In the optic of the future ICT 
developments, EnergyFarm may become an indispensable 
instrument towards sustainable society growth and 
prosperity. 
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Abstract — In the green Information and Communication Society 
(ICS), new form of Denial of Service (DoS) attacks may be put in 
place: exploiting the computational and storage resources of 
datacenters with the aim of consuming as much energy as possible, 
causing detrimental effects, from high costs in the energy bill, to 
penalization for exceeding the agreed quantity of CO2 emissions, 
up to complete denial of service due to power outages. To the best 
of our knowledge, this is the first paper which investigates the 
impacts of network-based DoS attacks under the energy 
consumption perspective. We analyzed different types of such 
attacks with their impacts on the energy consumption, and showed 
that current energy-aware technologies may provide attackers with 
great opportunities for raising the target facility energy 
consumption and consequently its green house gases (GHG) 
emissions and costs. 

Keywords: denial of services DoS; energy consumption; 
networking; datacenters; green house gasses emissions GHG. 

I.  INTRODUCTION 
In the last years, the emergence of the new green, energy-

sustainable computing paradigms has gained a lot of 
attention in both the research and industrial arenas. 
Consequently, the development of modern ICT architectures 
with the additional requirement of keeping the energy 
consumption under control while maintaining the services 
offered at a satisfactory level, according to the new concepts 
of energy-efficiency and energy-awareness, has become 
central. By observing the electrical power demands of the 
largest networked computing farms, such those empowering 
the modern distributed computing and cloud infrastructures, 
it has been estimated [1][2] that ICT worldwide energy 
consumption amounts to more than 8% of the global 
electricity production and the energy requirements of 
datacenters, storage and network equipment are foreseen to 
grow by 12% per year. Clearly, such a huge electricity 
demand will result in environmental and engineering issues 
and bottlenecks, seriously conditioning the evolution of the 
whole ICT sector. For example, we can consider that the 
number of transistors integrated within the recent Intel 
Itanium processors reaches to nearly 1 billion of elements. If 
this growth rate continues, the heat (per square centimeter) 
produced by next-generation CPUs would exceed that of the 
sun’s surface [3], by reaching a critical technological limit 

and energy demand threshold. Furthermore, together with the 
growth of the energy required by the above infrastructures, 
there is an alarming rise in their correct usage involving 
thousands of concurrent e-commerce transactions and 
millions of Web queries per day, handled through large-scale 
distributed datacenters, which consolidate hundreds or 
thousands of servers with other auxiliary systems such as 
cooling, storage and network communication ones. In this 
scenario, there has been an equally dramatic evolution in 
security. The need for efficient ways of detecting and 
attempting to prevent intrusions, as well as of mitigating 
attacks, has led to the elaboration of sophisticated analysis 
techniques and countermeasures. This has brought a 
corresponding advance in the cleverness of attack strategies 
and tools, also affecting the attack objectives that can 
become different from the traditional ones (confidentiality, 
integrity, availability or performance of the computing 
elements offering the service). The developments in the areas 
of energy-awareness/efficiency and network/site security 
have been considerable but separate. This paper underlines 
that there are areas in common between these two fields, and 
addresses a new perspective, which might become 
commonplace over the next years: attacks could change in 
their main aims, either exploiting weaknesses in power-
saving and management mechanisms to disrupt services, or 
even attempting to increase the energy consumption of an 
entire farm, by causing financial damages. Therefore, it 
becomes clear that the energy-efficiency and security 
challenges can be better addressed in a combined way if the 
energy requirements and the bottlenecks of the underlying 
security technologies and protocols are better understood and 
coped accordingly. For this sake, we evaluated the efficiency 
of common attacks with respect to their troublemaking 
potential in terms of the impact on the energy consumption 
of the target infrastructure. To the best of our knowledge, 
this is the first paper that evaluates the DoS attacks under the 
energy consumption perspective. 

II. ENERGY-ORIENTED DENIAL OF SERVICE ATTACKS 
Denial of Service attacks are becoming a more and more 

important disturbance factor on all the sites that are 
connected to the Internet. Any defense against these menaces 
is very difficult because they strive at consuming all the 
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available resources at both the computing service and 
network transport layers, where it is very hard to distinguish 
whether an access or service request is genuine or malicious. 
By affecting the server systems or the network connection on 
the target sites, the attacker may be able to prevent any 
access to e-mail relays, websites, online accounts (banking, 
e-commerce, etc.) or other services that rely on them [4]. 
Attacks to the network connection take place by exhausting 
the available bandwidth through the generation of a very a 
large number of packets directed to the target site. Typically, 
these packets are ICMP ECHO packets but in principle they 
may be anything [5]. On the other hand, the computing 
resources on the service nodes within the target site can be 
saturated by overwhelming them with a huge quantity of 
CPU intensive service requests, such repeated transaction 
attempts on an HTTPS or any kind of SSL-empowered 
server. In order to increase the attack power, many remotely 
controlled computers can be simultaneously used as the 
source. This kind of menace is also widely known as 
Distributed Denial of Service (DDoS) attack. We advise the 
possibility that the above menaces can be made more 
effective, by introducing new and more subtle objectives and 
attack scenarios, based on power management and energy-
efficiency considerations. A fundamental property of such 
kind of attacks is that they exploit the hardware components 
and subsystems that experience the heaviest difference in 
power consumption between their busy and idle/sleeping 
states. The attacks perform their offending activity by 
keeping the target component as busy as possible, and 
preventing it from going into low power usage modes, and 
thus forcing it to work at its near-maximum speed, 
frequency, voltage or temperature. In modern ICT 
infrastructures, the most critical components from the power 
consumption perspective are the server systems, whose 
energy demand is tightly related to their load: a fully loaded 
server absorbs about two times the power of an idle one, with 
a linear increment of the power consumption with respect to 
the server load. The CPU alone contribution to the server 
power consumption goes from 25% to 55%, depending on 
the server, followed by memory and networks interfaces 
[6][7]; disks, motherboard and fans consume less energy 
(Table 1). Anyway, it should be pointed out that, in order to 
assess the potential of an energy-oriented attack, it is not a 
priority to focus on the major power hungry device, but 
rather on the most energy sensible devices, i.e. components 
whose energy consumption strongly varies with the traffic 
load. These components are mainly CPU, disks, network 
interface cards (NIC); in the Section III we focus on such 
components and analyze their impact on the energy 
consumption. The first and most critical component that 
exhibits these operating characteristics is the CPU/Memory 
subsystem whose energy consumption is known to scale 
linearly with its utilization [6][8]. Since the goal of such 
energy-oriented attacks is to maximize the power 
consumption by keeping the CPU and memory on the target 
systems as busy as possible, they try to add additional load 
on the servers by introducing a large number of service 
request which subtract most of the resources to the legitimate 
ones and let the CPUs working at their maximum operating 

frequency. This can be achieved by overwhelming the 
CPU/Memory runtime subsystem with fake SSH or 
SSL/TLS-based transactions and service requests or forcing 
the continuous execution of a huge number of random read 
and write operations on very large arrays located in memory 
to generate a large quantity of cache misses. 

TABLE I.  ENERGY CONSUMPTION BREAKDOWN OF A LOW-END SERVER 

Component Peak Power 
CPU  [19] 80 W 
Memory [20] 36 W 
Disk subsystem [21] 12 W 
Network Interface [22] 2 W 
Motherboard [6] 25 W 
Fans [6] 10 W 

CPU and memory dominate power absorption; disks are relevant only if 
there are many. 

Another effective way of draining more and more system 
energy is overloading the device’s hard disks with millions 
of read or write operations by forcing them to constantly 
operate at their maximum sustained transfer rate or to 
continuously spin up and down the hard disks spindle 
engines. This kind of attack is very common in the offending 
strategies of several computer viruses and Trojans that are 
typically able to directly run malicious codes on the target 
nodes. In the worst cases, the malicious agents can alter the 
operating system kernel or some application binary code so 
that more energy is needed for their execution. However, the 
binaries altered in such a way may or not continue to behave 
correctly from the users’ point of view. Finally, the last 
device/component that can be solicited is the network 
interface, when its energy consumption depends on the 
actual connection rate, that is, in implementations supporting 
adaptive link rate technologies (ALR), low power idle (LPI) 
and dynamic voltage scaling (DVS) mechanisms. Clearly, 
the disruption of these attack schemes is dependent on how 
much power the device consumes in maximum speed mode 
respect to the one required in lower power modes; such a gap 
may be as high as 90% between idle and full load states for 
higher speed interfaces [9]. Perhaps unexpectedly, security 
systems themselves also offer a wealth of opportunities for 
energy-oriented attacks. Firstly, it must be remarked that 
security systems, while being essential to the correct 
operations of networked systems, also have an impact on the 
power expenditure. Such security systems strive to monitor 
the behavior of the device under control as non-obtrusively 
as possible. However, they consume a not negligible amount 
of energy [10]. For example, keeping in mind that, (a) in 
reasonably well-managed organizations, end-user PCs are 
ordinarily equipped with properly configured and updated 
antivirus software, and (b) this software will scan on-the-fly 
some or all the content trying to reach the computer local 
storage, and (c) there are conditions under which the antiviral 
scanning causes long periods of full CPU load, a disruptive 
energy-aware attack can be orchestrated in the following 
way. Firstly, the attacker selects a (ideally innocent) content, 
which will trigger the antivirus reaction, consuming a great 
amount of CPU in the process. Secondly, the attacker sets up 
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a Web site with a content appealing to the individuals 
belonging to the target organization (alternatively, he/she 
may set up a spam campaign) and have the malicious content 
delivered to the target. Spam, that is a nuisance to email 
users, since it eats up remarkable resources spent to deal with 
it and prevents it from reaching user mailboxes, can also be 
exploited for energy-oriented attacks. Spam messages are 
usually cheap to send, because they are normally originated 
from compromised computers belonging to a botnet. Mail 
servers run anti-spam software, which has the purpose of 
identifying and filtering out unwanted messages, and this 
software consumes CPU, disk and network resources [11]. 
An energy-oriented attack could then increase the footprint 
on a target mail server by simply increasing the amount of 
spam addressed to it. In any case, a successful attack will 
maximize power consumption and excessively solicit 
hardware components while presenting to the user the 
appearance that the system is behaving normally, with the 
possible exception of an increased CPU, disk or network 
activity. Some of the side effects that one would expect to 
observe in presence of these menaces, if they are not 
implemented more subtly, include the legitimate user 
requests being served slowly, the CPU fan turning on while 
the user is performing some action that does not normally 
cause the fan to come on, the system becoming less 
interactive than usual, the network loosing part of its 
speed/responsiveness and the hard drive spinning up 
immediately after a spin down. 

A. Affecting the energy costs 
Incrementing the power usage has direct and immediate 

consequences on the energy expenses. If well designed, 
attacks may exploit the different energy costs (e.g. during the 
the night-day cycle) or the energy budget threshold that the 
facility agreed with the power supplier, resulting in very high 
energy bills. That’s worse, traditional power provisioning 
strategies, aiming at keeping as much computing and storage 
equipment as possible within a given power budget in order 
to maximize the utilization of the deployed datacenter power 
capacity, may present the drawback of offering more subtle 
vulnerabilities to possible attackers. More precisely, such 
strategies try to fill the gap between achieved and theoretical 
peak power usage in order to deploy additional equipment 
within the power budget [6]; the full utilization of the 
datacenter is offset by the risk of exceeding its maximum 
capacity, resulting in power outages or costly SLA violations 
due to the fact that the maximum drained power of a 
datacenter may be conditioned by a physical and/or 
contractual limit. The contractual enforcement exceeding 
will result in economic penalties (that can be exploited by a 
malicious competitor), or even overcoming the physical 
power limits resulting in power outages.  

B. Neutralizing energy saving systems 
If attackers know that some energy-saving mechanisms 

operate in the target system/network, and if they know the 
details about these system, they can devise attacks aimed at 
neutralizing them. This is a subtle issue, because the amount 
of extra work to be “injected” into the system does not need 

to bring the processor or storage to full load, but is limited to 
the amount necessary to avoid the triggering of the energy-
saving mechanisms, which are, in general, threshold-based. 
This means that detecting such attacks can be significantly 
harder. Furthermore, energy saving techniques are the more 
vulnerable to energy-oriented attacks, since they offer to the 
attackers greater opportunities to rise the energy 
consumption. It is quite common, in fact, that an 
infrastructure, like a datacenter, buys a given amount of 
energy to be used into an agreed period of time, according to 
the mean energy consumption of the site; exceeding such 
threshold may result in additional costs. An attacker may 
exploit such situation by raising the computational needs of 
the site and, thus, its energy consumption, above the 
threshold, therefore causing an economical damage or, even 
worse, an energy outage resulting in a complete denial of 
service.  A very simple example of the above concepts can 
be observed when per-server sleep mode is deployed in the 
datacenters. An attack that simply generates continuous fake 
demands/traffic for all the servers may prevent machines to 
go into sleep mode during low load periods, thus having 
large impacts on the medium and long-term power 
consumption and hence conditioning the overall energy 
containment strategy.  

C. Incrementing the operating temperature 
Even if harder to put into practice, since it requires 

attacker to gain access to computing resources, thermal-
based attacks are another potential menace that has to be 
taken into account. Such offensive strategies aim at 
executing a particular piece of code whose objective is not to 
saturate the computing or storage resources, but instead to 
subtly execute a relatively small cycle-loop that heats the 
CPU and the memory banks. The current CMOS technology 
provides modern microprocessors with not only transistors 
but also capacitors and resistors. Under normal 
circumstances, the CPU is not always active at 100%, but 
instead enters and exits from low power periods (HLT 
machine code instruction) in which the clock is halted and 
the circuitry enters a suspend mode until an interrupt or reset 
happens. Also, low power states (C-states) are available in 
the latest Intel® CPUs. Malicious codes may prevent the 
CPU to enter such low power states and continuously 
executes loops that charge resistors, notably increasing the 
temperature. Current datacenter infrastructures, in fact, have 
a power usage effectiveness (PUE) of 2, meaning that the 
heat, ventilation and air conditioning systems (HVAC) 
consume as much energy as the computing and storage 
resources. Therefore, the quantity of power absorbed by the 
HVAC system is not negligible: the potential of thermal-
based attacks is as high as the energy-oriented one. The 
result is that the cooling infrastructure will work harder 
consuming a considerably higher quantity of energy. 
Detrimental effects of such attacks include the increase of 
the CPU and memory temperatures, with the consequent 
stability problems, reduced component life (an increase by 
10°C halves the chip life span), and increased cooling power 
consumption. 
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D. Exhausting the power budget 
As we have seen, attacks may result not only in high 

energy costs, but, in the worst cases, also in complete power 
outages. It has been observed that the power consumption 
declared by manufacturers (nameplate value) is usually an 
overestimated conservative value [12], and thus it is of 
limited usefulness when predicting the total power budget of 
the datacenter, giving the idea that “there will be enough 
power” if the nameplate values are considered when 
dimensioning the power facilities. This scenario, together 
with the periodical updates of new components (additional 
memory banks, disks, network interface cards, etc.) in an 
effort to accommodate the growing business demand and the 
wear of the devices as long as the substitution of old 
components with newer ones, which are more efficient but 
also more power-hungry (Moore’s law has not been 
compensated at the same pace by energy efficiency), exposes 
the datacenter facility to the risk of exceeding its maximum 
power budget, in particular under energy-oriented attacks. 
Accordingly, we point out the security related risks of over-
subscribing the datacenter under the energy consumption 
perspective. In fact, a sustained energy-oriented attack may 
put an entire datacenter out of service by totally blocking the 
underlying electrical distribution system (by exhausting its 
capacity). Such kind of attacks may be hard to detect, unless 
a constant fine-grained on-line monitoring and data-
collection systems are deployed directly on the power 
distribution sub-system (i.e. UPS, PDU, RACKS, etc).  

E. Incrementing dirty emissions 
Energy-oriented attacks may also be exploited under an 

additional dimension: the green house gases emissions 
(GHG). Several practices have been adopted by the industry 
and the governments to reduce the GHG emissions [13]: 
carbon taxes, cap & trade, and carbon offset are all 
susceptible of being exploited by attackers to increase the 
GHG emissions of a facility and thus its costs. In a carbon 
tax approach, industries pay taxes according to the amount of 
emitted GHG (mainly CO2); in this context, an attacker may 
obtain a double objective: raising both the energy 
consumption and the costs associated with the increased 
GHG emissions. In cap & trade containment strategy, a limit 
(cap) is imposed on the maximum allowed emissions and a 
market (trade) is created in which additional emission 
permissions may be bought by virtuous industries that do not 
reach the cap. In the carbon offset approach, industries are 
committed to compensate their emissions by buying in 
“green”, such as tree reforestation, etc. Both the cap & trade 
and the carbon offset policies may attract unsavory practices 
from organizations that take advantages of third party 
emissions induced by the aforementioned attacks. 

III. MODELING POWER CONSUMPTION IN ENERGY-
ORIENTED DOSES 

To illustrate the potential of energy-oriented attacks and 
analyze their dynamics and behaviors, we modeled the 
additional power consumption associated to each one of 
them. When exploiting the CPU/Memory subsystem, we 

consider that a modern CPU dynamically adapts its operating 
frequency to the current load so that its instantaneous power 
demand at the frequency f can be estimated as: 

fACVfP f
2

2
1)( = . (1) 

In the above theoretical formulation [8], f can assume 
values within the range [fmin, fmax], C (aggregated load 
capacity) and A (activity factor) are fixed constant 
parameters (depending on the involved CPU characteristics), 
and Vf is the CPU voltage scaling linearly with the frequency 
f, that is: 

max
max f

fVVf = , (2) 

where Vmax is the maximum operating voltage required at 
the frequency fmax. Since the goal of all the CPU-based 
attacks is overloading the CPU by forcing it to work at its 
maximum operating frequency fmax for the longest possible 
time, we can estimate the worst case and best case power 
demands Pmax and Pmin as: 

Pmax = 1
2

CVmax
2 A fmax, Pmin = 1
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Consequently, if we consider that the average server 
utilization of datacenters is very low, often below 30% of its 
CPU capacity [6][14][15], we can assume that the average 
CPU power consumption approximates to Pmin and hence the 
additional energy consumption introduced by a CPU based 
DoS attack can be estimated as: 

EC = (Pmax − Pmin )td = 1
2

CVmax
2 A fmax

3 − fmin
3

fmax
2

�
��

�
��

td , (4)

where td is the duration of the attack. Thus, the energy 
increase is proportional to the difference of the cubes of the 
maximum and minimum frequencies, and depends only 
linearly on the attack duration. This means that attack 
intensity is more critical than attack duration. Many bursty, 
strong attacks can achieve the same objective as one single 
sustained attack with lower intensity and, while the latter 
may be harder to detect but easier to prevent, the former will 
be easier to detect but harder to prevent. Analogously, the 
additional energy demand ED for a typical attack based on 
repeated disk operations can be calculated by referring to the 
involved transfer rate r and considering the maximum 
sustainable drive transfer rate rmax as a worst case metric to 
calculate the amount of time spent in read mode when 
transferring data at speed r. We focus on attacks based on 
read operations since large-block-size reads consume more 
energy than writes (approximately Pread=13.3�W/Kbyte 
against Pwrite=6.67�W/Kbyte [16]), and the fact that reads 
occur 4-5 times more than writes becomes significantly 
important when considering that read operations may be 
used much more easily also on a partially compromised host. 
Let PD be the power required by a disk (read) operation, as 
sum of engine-dependent mechanical power consumption 
[17], with the operation-dependent (read-write) electronic 
power consumption: 
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where K is a motor voltage constant, R is the motor 
resistance, Dr is the (read) demand (kByte) and wr is a 
weighting factor depending on the current rate r [18]: 

maxr
rwr = . (6) 

The first factor of eq. (5), referring to mechanical 
movement, quadratically depends on the angular velocity ω, 
and is the most critical part from the energy consumption 
perspective: an attack generating randomly sparse and bursty 
block read operations, forcing the disk hardware to 
continuously spinning up immediately after a spin down, can 
introduce a near maximum burden to the overall disk energy 
demand. Then, by considering that the energy required by 
the drive in low power Pl is already included in the default 
system power consumption, we can argue that the additional 
energy required during a disk-based DoS attack is upper-
bounded by the above activities that can be expressed by: 

dlrD tPPE ⋅−= )( , (7) 
where td is the duration of the attack. Note that eq. (7) is a 

function of the involved transfer rate r, so that the higher the 
sustained transfer rate during the attack is, the greater the 
impact on the overall power consumption will be. Finally, 
also if a more limited quantity of energy is required for the 
network interface, in presence of modern NICs supporting 
dynamic link rate adaptation or low power idle mechanisms 
(Pmin), and hence reducing their speed and energy 
requirements in case of limited or no traffic, significant 
increments in power usage can be achieved by forcing the 
interfaces to work at their maximum throughput by flooding 
the target hosts with typical DDoS-generated traffic. Also in 
this case, if Pmax is the power demand in active/maximum 
speed mode, the additional energy absorption introduced by 
an attack of duration td can be expressed by: 

dN tPPE ⋅−= )( avgmax , (8) 
where Pavg is the average power consumption of the NICs 

with normal traffic load during the time interval td. 

IV. TESTS RESULTS AND DISCUSSION 
Using the power consumption model of Section III, we 

estimated the potential of the CPU-based attack of eq. (4), 
for the reference processor AMD® Athlon® 2,4 GHz. 
Following the approach used in [8], we imposed a lower 
bound for fmin = fmax / 2.4 to prevent asymptotic trend during 
low utilization periods, where the constant 2.4 and the Vmax = 
1.4 V values are based on the frequency range and maximum 
voltage provided by the specification sheet of the reference 
CPU. As we can see from Fig. 1, the CPU-bound has great 
potentiality to exploit the energy consumption with a 
maximum intensity attack. The energy consumption surplus 
reached during the maximum intensity is up to 13.8 times the 
minimum energy consumption under low utilization periods 
and up to 4.1 times the energy consumption with medium 
load (absolute values scaled by constant factor K = AC).   

 
Figure 1. Power consumption upper bound for aCPU-based attack. 

Power consumptions of the I/O-based attack are plotted 
in Fig. 2. The maximum read rate has been assumed in all 
the cases (i.e., r=rmax) and the variation of the power 
consumption has been reported for different values of the 
angular velocity ω∈{5400, 7200, 10000, 15000} rpm 
(absolute values scaled by constant factors K1=K2/R, 
K2=DrPread). As we can see, the angular velocity strongly 
influences the disk power consumption, with the highest 
intensity attack that may reach peaks of 7.6 times the low 
power consumption mode. 

 
Figure 2. Power consumption upper bond for anI/O-based attack. 

The CPU-bound based attack achieves the higher power 
consumption, while the I/O-bound one is less sensible to the 
power consumption, even if the latter may slow down the 
datacenter responsiveness even more than the former. The 
energy consumption potentiality of an energy-oriented attack 
on the NICs can be found in [23]. Nevertheless, the potential 
of the attacks should be contrasted also with the difficulties 
of being deployed. CPU and I/O-bound attacks are much 
easier to commit, since a DDOS may easily generate a huge 
number of web searches or mail requests, whilst the offline 
job processing requires access to back office facilities, like in 
the service as a service (SaaS) cloud computing paradigm. 
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V. CONCLUSIONS 
DDoS attacks have the potential not only of denying the 

service of the target facility, but may be carved to explicitly 
impact its energy consumption. Such attacks may be targeted 
at several objectives: increment the energy consumption, the 
GHG emissions and introducing, in the worst cases, power 
outages. Some of these attacks are relatively easy to perform, 
e.g. CPU and I/O-bound based ones, whilst others are more 
difficult to deploy. In any case, the potential of such attacks 
should not be underestimated. Effective power management 
techniques have to be deployed to prevent detrimental 
effects. The most effective technique is the power capping 
scheme that set a maximum power consumption threshold 
and operate the facility always below that value. A power 
monitoring system constantly monitors the power absorption, 
and if an increment is detected, takes the corresponding 
actions to decrease the power, from job de-scheduling/ 
migrating to using any available component-level strategy to 
decrease the energy consumption, e.g. CPU voltage/ 
frequency scaling (DVS), downclocking devices, forcing 
sleep mode, etc., i.e. implementing an energy proportional 
computing system which has proved to be an effective way 
to reduce peak power usage. Anyway, it should be pointed 
out that power capping alone, although is an immediate 
measure to prevent facility detrimental, is not enough to 
detect attacks. Network based DoS attacks have to be 
recognized and isolated from the allowed traffic through a 
comprehensive security system. 
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Abstract

Latest developments in Information and Communication Technology (ICT)
have led to a remarkable bandwidth increase in telecommunication net-
works. As result, the energy consumption of network infrastructures is ris-
ing both in the metro/backbone and in the access segments. The Internet
growth is going to be no longer conditioned by the overall bandwidth de-
mand, but rather by its operational cost and environmental effects, mainly
associated to the energy consumption. The increasing interest on environ-
mental problems, as fossil-based fuels are becoming scarcer and renewable
energy sources are arising, may play an important role for a greener Internet,
with reduced CO2 emissions, energy consumptions and network operating
costs. Energy models are being provided to characterize the energy con-
sumption of the various networking devices under different traffic loads for
both optical and electronic network layers. We present several ideas about
new emerging paradigms, energy-efficient architectures and energy-aware
algorithms and protocols exploiting traffic fluctuations and variations in
energy prices to save energy and reduce the operating costs. These ideas
can foster the development of new energy-oriented design and operating
solutions/models that, if introduced in the next generation networks, will
lead to a comprehensive energy optimization framework for the future green
telecommunication infrastructures.
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Keywords: Green networks, energy costs, energy consumption, GHG
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1. Introduction

In the last years, we have assisted to an uncontrollable growth of the
Internet. By 2015 the total Internet traffic will be three times larger than
the one observed in 2011, equivalent to a monthly traffic of 60Exabytes of
data (1Exabyte = 103 Petabytes) (Figure 1, [1]).

Figure 1: Monthly Internet traffic growth forecast.

The number of user connected to the Internet will pass from 2, 1 billions
of 2011 to 3 billions in 2015 [2] [3] [4]. Furthermore, Internet users are asking
for higher and higher bandwidth to enable video-on-demand and interactive
contents, high quality of service (QoS), online gaming, conferencing tools,
voice-over-IP, etc. Fortunately, the advent of optical technologies in the
networking arena has been able to provide huge bandwidths for satisfying
the increasing traffic demand and avoiding the Internet collapse, besides
being characterized by a very low energy consumption when compared to
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the electronic technologies. Anyway, all-optical networks are still far from
being the only solution, since they do not provide all the features required by
the modern network infrastructures: processing, buffering, monitoring and
grooming are at the moment fully provided only by the electronic layers,
which in turn do consume a lot of energy. Therefore, the growth of the
Information and Communication Society (ICS) is dragging on the energy
demand of the whole Information and Communication Technology (ICT)
sector to values reaching 7−8% of the worldwide energy production, foreseen
to double by 2020 [5]. Such growth rate is not sustainable and proper
countermeasures have to be taken to change the business as usual (BAU)
scenario to a greener one. In order to give an idea of the above numbers, in
Italy, like in France, Telecom Italia and France Telecom respectively, are the
second largest consumers of electricity after the National Railway systems:
2 TWh per year, and in the UK, British Telecom is the largest single power
consumer [6] [7] [4]. In both data centers and networking plants, the energy
consumption is further increased by the impact of HVAC system (Heating
Ventilation and Air Conditioning), UPS (Uninterruptible Power Supply)
systems and lighting facilities. The power usage efficiency (PUE) [8] is a
metric used to measure the impact of these system on the overall energy
consumption of the site; at the moment, a PUE value of 2 is the standard,
meaning that for each Watt of power spent to do the work, another one is
spent to keep the site cool and assure the energy supply. Many efforts are
being dedicated to lowering the PUE value in large telecommunication or
computing plants, ranging from implementing more efficient cooling systems
to moving the whole facilities where the external temperature may be used
to naturally cool the site.

That’s not all; apart from the energy consumption, another problem is
menacing not only the ICS growth but the entire world population: climate
changes (mainly, global warming) will drastically change the aspect of the
world, as we know it, if immediate actions will not be taken to drastically
reduce the emissions of green house gases (GHG) in the atmosphere. Even
if the ICT is perhaps the only industry sector that does not directly emit
GHG during the use phase, the traditional power plants feeding the ICT
equipment do emit GHG to generate the required energy. For ICT, the
greater shares of GHG are emitted during the use phase (80%), while the
construction phase is responsible only for a small percentage (20%) of the
emissions.

As a consequence, the reduction of energy consumption and the use of
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alternative renewable energy sources to limit GHG emissions as possible, are
the most urgent emerging challenges for telecommunication carriers, to cope
with the ever increasing energy costs, the new rigid environmental standards
and compliance rules, and the growing power demand of high-performance
networking devices. All the above open problems and issues, foster the intro-
duction of new energy-efficiency constraints and energy-awareness criteria
in operation and management of modern large scale communication infras-
tructures, and specifically in the design and implementation of enhanced
energy-conscious control-plane mechanisms to be introduced in next gener-
ation transport networks.

Accordingly, this chapter analyzes the available state-of-the-art approaches,
the novel research trends and the incoming technological innovations for
the new green ICT era and outlines the perspectives towards future energy-
oriented network architectures, operation and management paradigms.

1.1. The energy problem

Human activities have severe impacts on the environment. The human
ecological footprint measures the human demand on the biosphere which, in
2007 was 1,5 planet Earths1 [9], meaning that we are consuming resources
at rate faster than the one characterizing the natural capacity of the Earth
to regenerate them. Consequently, an immediate change in our energy con-
sumption habits is needed, if we don’t want to exhaust the Earth’s natural
resources. Therefore, when talking about the energy problem, we usually
refer to two concepts: the scarcity (and the consequent higher and higher
costs) of the traditional fossil-based fuels like oil, coal and gas, and the
effect that burning such fuels has on the biosphere, mainly resource ex-
ploitation, pollution and GHG emissions which are responsible for climate
changes (especially global warming and global dimming).

The carbon footprint, part of the human ecological footprint, measures
the total set of GHG emissions of a human activity. The ICT emissions
correspond to the 2− 3% of the worldwide produced GHGs [5], as much as
the ones characterizing the aviation industry, but with a fundamental differ-
ence: airplanes burn large quantity of fossil fuels to travel, whilst ICT only
needs electrical energy to work, which can be produced by green renewable
energy sources, not emitting GHGs during the energy production process

1Latest available data; every year this number is recalculated, with a three year lag
due to the time it takes for the UN to collect and publish all the underlying statistics.
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Energy source Renewable Availability GHG
Environmental

impacts

Fossil-based no 24 h yes high
Solar, wind, tide yes limited no low
Hydro-electrical yes 24 h no medium

Biomass yes 24 h limited medium
Geothermal no 24 h no low

Nuclear no 24 h no high

Table 1: Energy sources schematic comparison.

(e.g. solar panels, wind mills, hydro-electrical, etc.). For this reason, we
say that ICT is undirectly responsible for the GHG emissions.

Therefore, we can identify three dimensions in the energy problem: en-
ergy consumption (Watt per hour, Wh), GHG emissions (kg of CO2) and
costs (Euros). Fortunately, there is a greater and greater attention by so-
ciety, industries, academia and governments to alternative energy sources,
which promise to help solving both the energy shortage and the GHG emis-
sion problems at the same time. The alternative energy sources are those
ones which are not based on burning fossil fuels (like carbon, oil and gas),
but the energy they produce comes from other, often renewable, sources
such as the sun, wind, geothermal and nuclear. Anyway, even if alternative
energy sources are part of the energy solution, they have also drawbacks
that should be taken into account. First, not all the alternative energy
sources are green: some of them emit GHG or have other polluting effects
that have great impact on the environment (such as biomass and nuclear).
Second, alternative energy sources may not be always-available, like the
legacy ones, but their availability may vary with natural phenomena (like
the sunlight or the wind), and it may depend on the geographical location of
the plant: not all the sites have the same potential of generating renewable
energy (see Table 1).

2. Network Infrastructure

The energy consumption and the GHG emissions associated to the op-
eration of network infrastructures are becoming major issues in the ICS.
Current network infrastructures have reached huge bandwidth capacity but
their technological development and growth has not been accompanied by
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an equivalent evolution in energy efficiency. In 2008, the network infrastruc-
tures alone consumed a mean of 22 GW of power corresponding to 1, 16%
of the worldwide produced electrical energy, with a growth rate of 12 %
per year [5], further stressing the demand for effective energy optimization
strategies affecting network devices, communication links and control plane
protocols.

Optimizations performed onto a network during either the design or op-
eration phase are generally aimed at maximizing performance, flexibility,
and resilience while at the same time containing operating costs. The pre-
vious considerations foster the inclusion of global power consumption and
carbon footprint (GHG emission) reduction in these objectives. Thus, the
minimization of the above energy-related metrics will be the first contain-
ment goals, while the capability to fulfill service requests, as well as meet-
ing budgetary limitations, will act as constraints. The savings achieved, in
comparison with traditional routing approaches, will be proportional to the
relative weight assigned to energy saving or carbon footprint reduction with
respect to the other competing objectives.

However, the heterogeneous features and complex energy production
processes associated the available energy sources make these ranking choices
often difficult and contradictory, particularly when considering their envi-
ronmental impacts. For example, several carbon footprint measurement
criteria consider GHG emissions during the use phase only; neither the con-
struction costs nor other environmental impacts taking place during fuel
preparation and waste dismissal are considered at all; nuclear energy, al-
though does not emit considerable quantities of CO2 has other sever impacts
on the environments and is not renewable as its fuel (mainly uranium and
plutonium) is available only in limited quantity; the continuous exploitation
of a geothermal source may induce a reduction of its efficiency and hence
its attractiveness as a reliable energy source.

Other contradictory issues come from two prominent principles that
have driven traditional network design, namely over-provisioning and re-
dundancy, which, if taken in their native form, i.e. in an energy-agnostic
way, may conflict with energy-saving efforts. More specifically, networks
have been traditionally provisioned for worst-case estimated peak loads that
typically exceed their long-term utilization by a significant margin. Thus,
the energy demand of network equipment remains considerably high even
when the network is idle, so that it is straightforward to observe that most
of the energy consumed in networks is wasted. This presents several op-
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portunities for substantial reductions in the energy consumption of existing
networks, all based on the idea of limiting the energy-related impact of the
part of network infrastructure that is not currently in use or is not used at
its maximum possible load.

All the above considerations suggest that strategies oriented at power
saving alone may have adverse effects on other metrics, such as path lengths,
environmental friendliness and energy costs. For example, the most power-
efficient routing solution may involve the choice of longer routes for paths
than are found in conventional shortest-path routing, or dirty energy sources,
adversely affecting the carbon footprint or the overall energy costs.

It is clear that a more sustainable scenario has to be configured in which
energy must be considered as a fundamental constraint in designing, operat-
ing and managing telecommunication networks under multiple, sometimes
conflicting, optimization objectives. The main components of such a sce-
nario are energy efficiency and energy awareness that work together in an
energy-oriented paradigm encompassing renewable energy sources in a sys-
temic approach that considers the whole life-cycle assessment (LCA) of the
new solutions.

3. Energy Efficiency

Te simplest strategy for reducing the power impact of network infras-
tructures is to improve the energy efficiency of the involved devices, so that
more services can be delivered with no increase on the energy input, or the
same services can be delivered for a reduced energy input. At the state-of-
the-art, the most energy-efficient network devices are capable of operating
on at least two different power levels. These levels will be henceforth re-
ferred to as the high power and the low power ones. The service offered
by the device will be, generally, proportional to the power required: when
running on a low power level, devices will be able to provide only limited
throughput. If there are more than two power levels, a discrete set of power
levels can be modeled, or power can be assumed to take values in a contin-
uous interval. It is crucial to determine when to perform a transition from
a power level to the other, so that the maximum amount of power can be
saved without impairing the provided service. In presence of an increase
in demand, the corresponding increase in power level can be started when
the demand approaches a given threshold. A conservative choice of this
threshold, i.e. at a relatively low value, increases the likelihood that a high
power level is used when it wasn’t really needed. At the other extreme,
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if the threshold is set too high, the system may fail to adapt to the re-
quired power level as quickly as needed, and service may suffer. Similarly,
the transition from a high power level to a low one can be triggered when
the demand falls (and stays) under another threshold. The performance of
algorithms that govern such transitions will be determined by how closely
these algorithms can match the demand. Hence, the key to performance is
the ability to accurately forecast the evolution in the demand. The most
sophisticated algorithms take advantage of statistical properties of network
traffic, in order to make realistic predictions about upcoming service re-
quests. In addition, the most comprehensive models also quantify a cost
associated with the transition itself and take this cost into account. In the
absence of a forecast technique, buffers can be used, usually at the expense
of a controlled increase in the delay, to gain a low power time interval on
low loaded interfaces.

When planning and designing a network infrastructure, budgetary con-
siderations will also affect the choice of the devices to deploy. Energy-
efficient devices must be bought and deployed, and this carries a cost. It is
then important that the acquisition cost of energy-efficient devices be kept
low as compared with “traditional” ones. The energy-efficiency capabilities
must in fact be weighted against the additional costs that the network op-
erators will incur if they select expensive hardware. If a network has to be
built from scratch, including all of its components, and the initial design
includes energy-efficiency considerations, then the network may be expected
to require less energy for the same throughput. Alternatively, adapting the
performance of systems or subsystems to the different operating conditions
and workloads is a mechanism to bring the power draw down.

Any strategy intended to increase power efficiency should rely on accu-
rate and detailed measurements of the network power requirements, taking
into account all the subsystems and components that underlie the complex
structure of a modern communication infrastructure. In fact, not all parts
of a network will draw power in the same way: at any given time and perfor-
mance level, some components will be drawing much higher fractions of the
total energy than others. Although improvements are requested at all lev-
els and on all components, it is evident that targeting energy-saving efforts
to the more “thirsty” parts has the potential to yield considerably sized
savings. In addition, measuring the per-component power drawn alone will
not suffice within the context of a broader analysis. Since efficiency can be
defined as performance/power ratio, to compute an accurate estimate of effi-
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ciency, a good measurement of performance is also called for. Another ques-
tion arising in this context relates to what is the most appropriate timescale
at which power-saving decisions and actions should happen. While shorter
timescales have the potential to larger savings, they are most likely confined
to single devices or even components, and thus they are likely to require
newly designed hardware, with an increase in expenditure. On the other
hand, solutions working at larger timescales could also apply to existing
hardware, but they will likely span multiple elements across the network
and thus require a strict coordination between these elements, that is often
a challenging and still open issue. Whatever the mechanism advocated to
achieve a reduction in the power requirements, a real-world implementation
may not ignore the huge investments made in the existing infrastructure:
strategies that squeeze the maximum performance at the minimum ener-
getic cost from existing hardware (or with marginal additions) are likely to
be very welcome to operators’ headquarters.

These considerations assume a greater significance in presence of a new
network infrastructure to be built from scratch or when massive network up-
grade activities have to be started. In these situations, it is highly desirable
to drive technological, architectural and topological choices by keeping into
account not only the traditional performance and cost parameters but also
considering the energetic budget as a first-class objective. Consequently, the
well-known trade-offs between design and management decisions concern-
ing capital (CAPEX) and operational (OPEX) expenditures must always
be evaluated under an energy-efficiency perspective. Thus, each new device
that improves the performance of its predecessors needs to be technolog-
ically compared with the competing ones also on its power requirement
features.

As for the access networks, the currently specific deployed technology
is the strongest enabler for energy-efficiency. Most of the current energy
demand in carrier’s infrastructures is associated to wired access connec-
tions. Unfortunately, the current access networks are implemented for their
most part by using legacy copper-based lines (“the last mile”) and trans-
mission technologies such as ADSL and VDSL, whose power consumption
is extremely sensible to their operating bit rates. The current trend is com-
pletely replacing in a few years such older technologies with fiber-only ac-
cess infrastructures, which have the potential for improving significantly the
overall energy efficiency. Thus, since energy consumption in access networks
scales together with the number of end-users, the massive diffusion of fiber
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Figure 2: Energy consumption trend in communication infrastructures.

to the home (FTTH) local loop solutions, replacing the old copper xDSL
access connections, would bring the dual advantage of radically enhancing
the access bandwidth and simultaneously reducing the associated energy
consumption. Only as a reference for comparison, it can be considered that
an individual ADSL connection requires about 2.8 W, whereas an access
infrastructure based on the passive optical network (GPON) paradigm will
reduce the per-link consumption to only 0.5 W (for a giga-speed connec-
tion), with an improvement of about 80% in presence of very large number
of users. The ongoing replacement of legacy last-mile copper infrastructure
with fiber-based one is shifting the problem to the backbone component,
essentially affecting the internet highways of the telecommunication world,
where the energy requirements of high-end IP routers is becoming a bot-
tleneck [10], since with the rising traffic volume, the major consumption is
expected to shift from access to core networks (from less than 10% in 2009
to about 40% in 2017, see Figure 2 [11].

At the backbone network level, Optical Wavelength-Division Multiplex-
ing (WDM) communication infrastructures are an ideal field of application
of energy-efficiency. These networks are characterized by considerable band-
width, arbitrary topologies (fully virtualizable through the flexible creation
of wavelength-based end-to-end connections or lightpaths) and are highly
reconfigurable.

While in traditional electronic or opto-electronic equipment the energy
consumption is mainly due to effect of loss during the transfer of elec-
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tric charges, and thus it directly relies on the specific operating voltage,
frequency and on number of gates involved (often becoming unavoidable
physical bottlenecks associated to the electrical technology), in transparent
optical equipment the only factor conditioning power requirements is the
technological complexity of coping with the fundamental physics of pho-
tons [10] (e.g., zero rest mass, weak photon-photon interaction, and 106

times larger size than electrons), resulting in a power demand that is often
ten times lower, or more.

Minimizing energy consumption of optical networks can be generically
addressed at four levels: component, transmission, network, and application
[12]. Technological advances in optical devices such as optical add/drop
MUXes (OADM), optical cross connects (OXC) and dynamic gain equalizer
(DGE) can be complemented with power-saving solutions.

At the transmission level, low-attenuation and low-dispersion fibers,
energy-efficient optical transmitters and receivers improve the energy ef-
ficiency of transmission.

In addition, when configuring and tuning a chain of optical amplifiers,
the input power at the transmitter is adjusted to match the noise caused by
intermediate components. This tuning is independent of the actual usage
of the optical channel. The power values are thus chosen to support the
maximum load that the associated channel can provide.

Finally, to really support energy efficiency, network solutions should eas-
ily adapt their power demand to the network topology (through the support
of redundancy, multi-paths, etc.), to the traffic trend (bursts or always low)
and to the specific operating scenario. They should also be realistic in terms
of technology (providing compatibility and interoperability) and sufficiently
reliable and scalable.

4. Energy Awareness

While energy-efficiency is the basic fundamental step towards energy-
oriented networking, considering this aspect alone is not sufficient to achieve
really satisfactory results in the medium and long term. Dynamic and flex-
ible power management strategies, specifically conceived to decrease power
consumption in the operational phase, are needed to substantially improve
the positive effects on the environment and introduce more significant cost
savings.

Such strategies originate from several studies [13][14] demonstrating that
in a typical communication infrastructure, designed to ensure a satisfactory
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degree of reliability and availability trough link redundancy/meshing and
to seamlessly support the maximum load also during traffic peak hours, a
non-negligible portion of network links are, on average, scarcely used. These
consideration, together with the necessity of introducing the global power
demand as an additional constraint in the routing decision process, suggest
several possible approaches to take advantage of link under-utilization in
order to save energy. Such approaches imply the adaptive choice of energy-
efficient devices and communication technologies, together with the adop-
tion of dynamic network topologies whose task is minimizing the number
and the overall energy requirements of devices and links that must always
be powered on. Based on their specific energy containment choices, the
aforementioned approaches can be classified in three main categories:

• the selective shutdown approach, taking advantage of the idle periods
to switch off entire network devices or some of their ports;

• the adaptive slowdown approach, putting the network components
(switching/routing devices or their interfaces) in low power mode or
reducing their speed during under-utilization periods and immediately
re-enabling their full operation capability/speed when needed;

• the coordinated energy-management approach, which advocates global
solutions for network-wide power management based on energy-efficient
routing, and more generally is based on new energy aware control
plane services.

4.1. Selectively Turning Off Network Elements

Energy savings can be achieved by keeping the number of active network
element to the minimum level that suffices to provide the services requested.
This kind of optimization can be done both statically and dynamically, de-
pending on whether the distribution of upcoming traffic demands is known
(or it can be accurately estimated) or it is not. In the static case, which of-
ten involves re-provisioning of active connections, minimization of the total
consumption is done via switching off the set of active elements accounting
for the greatest amount of power, while maintaining sufficient capacity to
support traffic. Dynamic scenarios are instead centered on the definition
of traffic thresholds that trigger the shutting down or the starting up of
network elements, together with the needed re-routing. Selective shutdown
strategies can be implemented at different levels of granularity provided that
the involved operating scheme has to be extremely flexible and should offer
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Figure 3: Selective shutdown timeline scenario.

the opportunity of proportionally saving energy as the number of active end-
customers decreases. That is, when the inactivity phenomenon only affects
some specific interfaces, instead of shutting down an entire network device,
only those interfaces or their associated line-cards, when there is no activity
on all the interfaces present on them, can be temporarily powered down.
Clearly, if in a switching device all the line cards are put into down status,
then the entire node can also be powered down safely, by achieving further
significant energy savings since the chassis and its control logic (switching
matrices, routing supervisor elements and timing cards) can consume about
one half of the device’s maximum energy budget [15].

Essentially, the major drawbacks of the aforementioned strategies result
from a dichotomy: either a device is fully operational or it is not. This means
that when the required throughput is very low as compared to the maxi-
mum, the device will be wasting most of its processing power and hence
it should be powered off, reducing the overall operational costs (OPEX).
On the other side when an entire switching device is powered down many
expensive transmission resources become completely unused, hence negat-
ing significant capital investments (CAPEX) for the whole duration of the
sleeping time. Furthermore, shutting down entire nodes can significantly re-
duce the meshing degree, by affecting the network reliability and partially
negating the possibility of balancing the network load on multiple alternate
paths. Unfortunately, with today’s technology, putting a big router to sleep
may be unpractical and even the selective shutdown of links and nodes is
not gracefully supported. Also a router costing several hundred thousand
Euros or more may take tens of minutes to get up again. Finally, when re-
turning on from a previous down status, a peak in the power consumption
is registered and the lifetime of the device will decrease a lot if frequent
power up and down occurs.

Also the support of selective shutdown at the individual interface or
line card level presents substantial drawbacks, mainly due to the needed
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changes to the traditional routing/switching device architecture and proto-
cols. Hence, an interface switched into sleep mode stops responding to the
periodic hello solicitations used for neighbor discovery in all the common
routing protocol and thus can be classified as “down” or “faulty” at the
control plane layer. As a consequence, the link state advertisement facility
immediately floods such information throughout the network, flagging the
interface operational status change. Thus, sleeping links are detected as
link failures, potentially introducing severe stability problem that affect the
convergence of the involved routing (or spanning tree) algorithm. To cope
with this problem, the hello facility should be restricted to awake interfaces
only, loosing a lot of protocol flexibility. In addition, network devices need
to acquire the ability to predict low load periods and hence know in advance
when performing shutdown or wake-up operations. Such knowledge should
also be incorporated into routing protocols and generally into the entire set
of control plane facilities.

4.2. Enabling Low-power Modes

Notable energy savings can be obtained when a significant number of
devices spend a major fraction of their idle time in an operating mode
characterized by reduced power draw (i.e. the aforementioned “low power”
mode). Although the potential savings vary from device to device, the en-
ergy demand when the device is in low power status can be as low as 10
percent than the one in active mode. However, during the transitions from
or to low power mode the device may experience a considerable increase in
energy consumption since many elements in the transceiver have to be kept
active. The experienced value will be strongly dependent on the device im-
plementation details and may possibly range from 50 percent to 100 percent
of the active mode energy demand.

Unfortunately, current network equipment can only be either in the “on”
or the “off” state, and the transition between these two states can be lengthy
(minutes) and usually requires manual intervention.

To cope with this problem, future devices must be capable of quickly
entering into and exiting from the low-power status or supporting some
type of down-clocking feature to adapt to extemporaneous changes in traf-
fic demand. State-of-the-art electronic devices used in the realization of
broadband infrastructures are usually designed to achieve their maximum
performance when operating according to an “always on” paradigm. The
development of next generation networking devices based on hardware ar-
chitectures supporting fast “sleep” or “low-power” modes will introduce
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Technology Wakeup Time Sleep Time Average Power savings

100baseTX 30 µs 100 µs 90%
1000baseT 16 µs 182 µs 90%
10GbaseT 4.16 µs 2.88 µs 90%

Table 2: Common wake-on-arrival parameters

new opportunities for efficiently reducing their power consumption when
idle or partially idle. Energy proportional computing techniques, reducing
the involved microprocessors’ clock during inactivity periods can reveal to
be really effective for energy saving purposes only if effective full-speed clock
return procedures are available, in order to ensure an acceptable degree of
responsiveness and avoid perceivable status switching delays.

For example, modern Intel processors such as the Core Duo [16] imple-
ment a sequence of sleep states (called C-states) that offer reduced power
states at the cost of increasingly high latencies to enter and exit these states.
The massive introduction of these energy-control technologies in networking
hardware design will imply an epochal shift from the “always on” to “al-
ways available” paradigm in which each network device can spontaneously
enter a “sleep” or “energy saving” mode when it is not used for a certain
time as long as be able to wake up very quickly, by restoring its maximum
performance, when detecting new incoming traffic on its ports. However, to
achieve this “wake-on-arrival” (WoA) behavior, the circuitry sensing pack-
ets on a line must be left powered on, even in sleep mode.

By putting in low-power mode a single interface, any transmission activ-
ity on it is interrupted in presence of no associated traffic to be forwarded
and quickly resumed when new packets arrive from it or are directed to it.
The use of such technique is based on the definition of significantly large
time intervals in which no signal is transmitted and smaller time slices dur-
ing which a brief signal is transmitted to synchronize the receiver. When
operating in such way, also known as Low Power Idle (LPI), the elements
in the receiver can be frozen [17] and then awakened within a few microsec-
onds, as reported in Table 2.

On the other hand, the ability of dynamically modifying the link rate ac-
cording to the real traffic volume is used as a method for reducing the power
consumption. Letting a device work at a reduced frequency can significantly
lower its energy consumption and also enable the use of dynamic voltage
scaling (DVS) technologies to reduce its operating voltage. Such technique

15



Figure 4: The evolution of rate-dependent power demand in traditional access infras-
tructures.

allows the needed power to scale cubically, and hence the associated energy
demand to grow quadratically with the operating frequency [18]. For ex-
ample the Intel 82541PI Gigabit Ethernet Controller consuming about 1 W
at 1 Gbps full operation supports a smart power down facility turning off
the PHY interface layer if no signal is present on the link and dropping the
link rate to 10 Mbps when a reduction of energy consumption is required.
Analogously, in the last mile scenario, the ADSL2 standard (ITU G.992.3,
G.922.4, G.992.5) has significantly evolved to support multiple data speeds
corresponding to different link states (L0: full rate, L2: reduced rate, L3:
link off see Figure 4) for power management purposes [19].

The IEEE Energy Efficient Ethernet working group, when evaluating
ALR as an alternative to LPI in the 802.3az standard, decided in favor of
LPI.

4.2.1. Building energy models

Defining a sustainable and effective model for energy consumption is the
fundamental prerequisite for introducing power awareness within the rout-
ing context. A great variety of networking devices may contribute to the
overall power absorption: ranging from “opto-electronic” regenerators, op-
tical amplifiers, to opaque routers and totally optical switches. Each device
draws the needed power in a specific way, also depending on the relationship
occurring between the different components of more complex structures such
as switching systems or end-to-end communication links. In addition, some
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nodes may be powered by renewable sources, while others may use tradi-
tional, “dirty” energy, therefore a differentiation between energy sources is
required. An energy model has the main task of characterizing the different
components of the network involved in energy consumption. It provides the
energy demand profile of network devices and communication links of any
typological layout and under any traffic load.

Modern communication networks are usually modeled as a graphG(V,E),
where V is the set of nodes (a node is an optical router or an OXC equipped
with optical transceivers) and E is the set of optical links. Since real-world
networks have several characteristics that can impact on power draw, mod-
els of increasing complexity will embed larger sets of these characteristics.
A review of some dimensions along which models differ is the following:

• Direction of links. Typically a link is considered as bidirectional, i.e.
as having two optical fibers, each in one direction. Finer-grained mod-
els may consider unidirectional links. The resulting network graph will
then be a directed graph.

• Available wavelengths. A simplifying assumption is that the transceivers
deployed across the network are all identical, or at least interchange-
able. The same set of wavelengths will then be available on all links.
If this assumption is relaxed, a specific set of available wavelengths is
to be added to the description of each link. These models will be more
useful when evaluating networks where achievement of savings in en-
ergy is set as an objective, but the evolution towards this objective is
done in an incremental way.

• Wavelength conversion capability. A constraint in optical routing is
that, in absence of wavelength conversion capability at the nodes, a
lightpath has to use the same wavelength over all its span. This greatly
increases the difficulty of routing a lightpath, as it is not enough to
find a feasible path with available resources, but that path must share
a single wavelength on all the links. If, conversely, some or all the
nodes can convert wavelengths, i.e. set up a lightpath using different
wavelengths, the problem becomes simpler. Wavelength conversion
capability can be implemented either in the electronic domain or in
the optical one. Whatever the case, usually, conversion-capable hard-
ware is more expensive than regular hardware. A model allowing
the coexistence of conversion-capable equipment with nodes not hav-
ing that capacity will describe more closely those real-world scenarios
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where an operator is progressively upgrading its infrastructure and
wishes to determine the nodes where deploying conversion-capable
equipment will yield the most benefit. These nodes could then be
given precedence in the upgrade plans.

• Wavelength capacity. The capacity that a single fiber is capable of
carrying may vary, again depending on the equipment used. Models
describing the different capacities are focused on grooming smaller-
sized electronic channels onto the optical ones.

• End-to-end connections. The power drawn by a single routed connec-
tion is given by:

– the power absorbed by the transceivers

– the power required by intermediate optical switches

– the power consumed by optical amplifiers along each fiber link
on the path

These components will drain a given amount of power Θ for just being
turned on. The value of Θ will depend on equipment technology
and size. Additional power Φ will then needed for operation. If this
variable power Φ is assumed to be proportional to the provided level
of service/load ` (e.g. considering the current transmission rate and
the maximum bandwidth), a realistic power consumption model can
be sketched as in Figure 5. Accordingly, the energy consumption Pi,j

associated to the individual connection (i, j) can be expressed as:

Pi,j =
∑

k∈(i,j)
Θk +

∑

k∈(i,j)
Φk(`) (1)

where, for each intermediate device k occurring on the path serving the
connection (i, j), the individual Θk and Φk correspond respectively to
the fixed and load-dependent consumption associated to that device.

• Pre-computed paths. The full problem specification for the establish-
ment of a virtual topology and for the routing of connection requests
onto it involves determining the most appropriate path in the network
to be used for routing. While, in principle, very long paths can be
selected when routing a request, shorter paths will evidently tend to
occupy minor amounts of resources, and shortest paths will require

18



Figure 5: Modeling per-connection energy consumption.

the minimum. Only when a single link is present on the shortest path
between many node pairs, that link will become critical and its usage
will need to be regulated wisely. The risk is that some node pairs will
become disconnected. Even in these cases, inordinately long paths
are hardly of benefit: paths that are only slightly longer than the
shortest ones are instead likely to provide the most appealing route
for the incoming connection. This explains why many models avoid
computing and exploring all the possible paths. They rely instead
on a pre-computed set of paths between all node pairs, and restrict
the routing choice to those paths only. An important parameter in
these models is the number of alternate paths that is pre-computed.
Alternatively, path pre-computation may be restricted to paths whose
length would not exceed the length of the shortest paths of more than
a specified amount.

• Node structure. The majority of models consider optical switches or
ROADMs (Reconfigurable Optical Add-Drop Multiplexers) as single,
atomic, units. These elements are, instead, composed of many parts
and components and the trend in technological evolution of this hard-
ware is to alleviate the central CPUs from as many computing chores
as possible, delegating them to “satellite” CPUs such as those found,
for example, on line cards. The single cards could, therefore, have a
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separate behavior as compared to the other cards and even to the cen-
tral unit. The behavior of the unit as a whole will be in this case the
average of the behavior of the single cards. Models aiming at explor-
ing these aspects should describe the single cards, their parameters,
and the association with the chassis backplane.

• Traffic matrix. Advance knowledge of the entire traffic matrix is a
simplifying assumptions often used when traffic reconfiguration, as
opposed to initial handling, is examined. There are in fact times
when, by re-computing routes for all the active connections and by
rerouting these onto the new routes, dramatic gains in efficiency can be
achieved. The objective is then to best provide for the current traffic
demand: an “optimized” network is anyway likely to have enough
room to accommodate forthcoming requests, too. If the upcoming
requests are assumed to be unknown, instead, the model will be aimed
at finding the best adaptiveness, that it at having a well balanced
network able to satisfy as many arbitrary requests as possible. An
intermediate scenario is given when future requests are not known,
but they are assumed to be drawn from a known distribution, possibly
repeating past behavior.

• Power levels. Different technologies will have different power states
and associated levels (see for examples Table 2). A detailed descrip-
tion of these levels is needed when try to evaluate the viability or
effectiveness of a power-saving strategy. The saving achieved should
be assessed with respect to the constraints, for example the capability
to satisfy a certain level of demand.

• Transition times. The ability to adapt the power level to the char-
acteristics of service demand is a critical factor. This ability can be
taken for achieved when the transition times required to shift from a
power level to another are so short that power transitions may happen
with a null or minimal or impact on service. Models, intended as a
validation for energy-saving strategies, should deal with this issue in
great detail.

4.3. Control plane protocol extensions

Decisions taken at the control plane level to reflect power demand char-
acteristics of the network devices, their power supplying source, its associ-
ated energy cost and the way they change over time, will need the avail-
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ability of accurate and up-to-date information about the state of network
elements. The state should be described in terms of services offered and
of power requirements, including both the value of power draw and the
type of supply used. To this end, energy-oriented extensions to the routing
protocols used to gather and disseminate information are needed. These
extensions clearly require modifications to the current routing protocols
and control plane architecture. That is, the existing routing protocols (e.g.
OSPF or IS-IS) within the GMPLS framework should be extended to as-
sociate new energy-related information, such as the power consumption, to
each link or the type of energy source to each network element.

Different energy cost values can be dynamically associated to network
nodes and links depending on the preference degree associated to green and
dirty energy source and their specific types. That is, they can be powered
by different green or dirty energy sources, updated on prefixed time basis,
where the green sources represent energy from wind mills, solar panels or
hydro-electrical plants, with their respective preference degree, whilst dirty
energy sources models energy from coal, fuel or gas.

Clearly, these costs, together with additional ones associated to spe-
cific device-dependent power demand information associated to network el-
ements and links, have to be used to influence the routing decision. Accord-
ingly, to achieve the goal of green-aware routing, the routing decision can be
based on the “lowest GHG emissions”, or “minimum power consumption”
rather than on the “shortest/minimum cost path”, where the energy costs
are defined within the specific energy model used.

In addition new node and sleep attributes are needed to support energy
efficient traffic engineering features by modeling new link/path status and
link or device power on/off capability, aiming at distinguishing between
down and sleeping network elements.

The transport of the aforementioned energy-related capabilities and costs
and their diffusion/exchange throughout the network can be easily man-
aged by introducing new specific type-length-value (TLV) objects in IS-IS
or opaque Link State Advertisements in OSPF.

Of course, the same information has to be fully handled by signaling pro-
tocols such as RSVP-TE and CR-LDP to allow the request and the estab-
lishment of power-constrained paths across the network (i.e., path traversing
only nodes powered by renewable energy sources or crossing only low-power
transmission links).
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5. Energy-oriented network infrastructure

Whereas the selective shutdown and slowdown approaches typically work
at the specific network components level, further energy-efficiency improve-
ments may be achieved by moving the focus at a wider scale. Accordingly,
control plane protocols and routing algorithms can be improved to save en-
ergy by introducing a new dimension whose goal is to properly accommodate
network traffic by considering both energy-efficiency and energy-awareness.

These improvements essentially consist in properly conditioning the route/path
selection mechanisms on a relatively coarse time scale by promoting the use
of renewable “green” energy sources as long as energy efficient links and
switching devices, simultaneously taking advantage from the different users
demands/current load across the interested communication infrastructures,
so that the global power consumption can be optimized (Figure 6).

The likely outcome would be that some of the “best” paths, selected
according to traditional network management criteria, would not be the
better ones in an absolute sense, but the power savings and environmental
benefits consequent to such an apparently sub-optimal choice, could be sub-
stantial without excessive losses on the other concurring optimization goals.
Furthermore, it has been observed [20] that the increments in path lengths
do not increase energy consumption in a perceivable way, since routers and
switches are not designed to be energy proportional and the power absorbed
by a packet when crossing a network node is several orders of magnitude
below the energy requested at the terminal point of the path.

Coordinated power-management schemes may also benefit from the pre-
viously cited selective shutdown or rate adaptation mechanisms, by taking
the associate power off/on and mode change decisions on a network-wide
perspective, and hence basing them on a more complete awareness of the
overall network economy, so that greater energy savings can be achieved.

Providing energy-awareness at the network control plane level also im-
plies the necessity of periodic re-optimization campaigns with the aim of
placing the already “in production” network traffic over a new set of paths
so that, in presence of substantial modifications in traffic load/distribution,
device power consumption, energy costs and/or specific energy source avail-
ability, the aggregate power consumption is minimized whereas all the end-
to-end connection requirements are still satisfied. Thus, in highly redundant
network scenarios, entire network paths can be switched off by re-routing the
associated connections on other already existing paths or on newly created
ones. In particular, energy-aware routing implies just-in-time optimization
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Figure 6: Moving the traffic on energy cost or consumption basis.

of the energy sources choice in such a way that renewable sources are al-
ways preferred when available. This new requirement originates from the
consideration that network elements may be served by multiple power sup-
plies, specifically providing an always available power source coming from
traditional dirty energy as long as an intermittent power source associated
to green energy, when available. Consider, as an example, the availability of
the green energy produced by wind or solar panels; it is strongly correlated
with the weather status or time of the day. Prediction of weather conditions,
such as the presence of wind implies some degree of uncertainty whereas, it
is easier to assume that no solar energy will be produced during the night
hours and that a certain amount of energy is expected to be produced when
the sun shines.

Energy aware routing has the additional goal of distributing the network-
wide traffic so that, when the wind is blowing in a specific geographic area,
all the viable network traffic should be forced to pass through the routing
infrastructures located there, and when the wind stops blowing, the above
traffic should be dynamically shifted back elsewhere, e.g. where the sun is
shining, in such a way that the use of green energy sources is maximized.

Alternatively, by working on the energy cost dimension, significant re-
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Figure 7: The typical daily electricity demand cycle.

ductions could be achieved by adaptively rerouting the network traffic to
locations where electricity prices and associated taxes are lowest on particu-
lar hours of the day. Electricity prices present both geographic and temporal
variations, due to differences in regional demand (often based on lifestyle
and weather conditions), power grid-related transmission inefficiencies, and
generation technology diversity.

Since electricity cannot be stored and has to be consumed instantly, the
electric system typically has to keep spare “peaking” generation capacity
online for times when demand may surge on short notice. Often, these
“peaking” power plants are only run for a few hours during the day, dur-
ing the maximum demand period (Figure 7) adding to the average cost of
providing electricity. Dynamic pricing encourages electricity consumers to
reduce their usage during peak times, especially during the critical hours of
the day by substantially lowering the energy costs during the off-peak hours
and hence limiting the need of “peaking” power plants.

Thus, the intuition is that well-known time-based fluctuations in electric-
ity costs and tax incentives for reduced carbon-emission across the covered
geographic area may offer opportunities for reducing OPEX, provided that,
by considering the involved physical distances and delays, the cost of mov-
ing the traffic is sufficiently lower than the likely cost savings from reduced
energy prices. Of course, the more rapid is the reaction to price changes,
the greater are the overall savings.

Hence, to ensure the necessary flexibility, the aforementioned energy
cost and absorption knowledge should be introduced at the control plane
level for energy-aware/price conscious routing and communication resource
allocation, to implement automatic and adaptive follow-the-sun, chase-the-
wind or follow-the-minimum-price paradigms.

24



Furthermore, in order to support all the above adaptive routing behav-
iors, energy-related information associated to devices, interfaces and links
need to be easily and reliably determined, depending on the involved tech-
nology and current traffic load, according to a comprehensive energy models,
and introduced as additional constraints (together with delay, bandwidth,
physical impairment etc.) in the formulations of dynamic routing algo-
rithms and heuristics. In this scenario, down-clocking or selective shutdown
facilities should be handled as new features in the network element sta-
tus that need to be considered at the routing and traffic engineering layer.
Clearly, to support the aforementioned energy-aware behaviors, such infor-
mation must be conveyed to all the network devices operating within the
same energy-management domain.

6. Conclusions

Until now, the design and development of new network equipment and
solutions was fundamentally dominated by performance-related objectives.
However, due to the astonishing growth of network infrastructures world-
wide, their electric power demand has reached extraordinary peaks, strongly
affecting the carriers, their operating costs and the overall model scalability
and sustainability. As a direct consequence, it is now strictly necessary to
consider energy efficiency as a basic constraint and a fundamental priority in
the design and development of next generation networks. In addition, Gov-
ernments and telecommunication operators are endorsing the development
of green renewable energy sources (such as solar panels and wind turbines)
for powering network elements so that the choice of a specific energy source,
when possible, becomes a fundamental parameter not only for reducing en-
ergy costs but also for deploying more sophisticated and environmentally
friendly energy-aware network management strategies.

In fact, while energy-efficiency efforts may yield considerable savings, if
the problem is considered in a wider perspective, including the evolution in
the demand for advanced services and the availability of renewable energy
sources, other consideration will emerge. Energy-aware network elements
adapt their performance and behavior depending not only on the actual
load, but also on the currently used energy source.

Hence, coordinated energy-aware control plane strategies, driven by
multi-objective optimization, may be more helpful in finding the appro-
priate point on the Pareto front according to the relative importance of
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network performance, energy consumption, cost containment and environ-
mental friendliness. Its most significant added values originate from the
definition of comprehensive energy consumption models for the modern net-
works, incorporating both physical layer issues such as energy demand of
each component and virtual topology-based energy management informa-
tion. The resulting strategies will limit the usage of energy-hungry links and
devices, privileging instead energy-efficient equipment and solutions, giving
attention to the type of sources. Moreover, intelligent grooming mechanisms
that reuse the same switching nodes, fiber strands and interfaces along the
same path as much as possible, will also optimize resource usage by con-
centrating the traffic load. Thus, energy-aware decisions, taken on larger
aggregates and hence on smaller amounts of data, will be simpler from the
operating point of view and will yield amplified energy-related benefits.
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Abstract

Energy consumption and the related green house gases (GHG) emission of
datacenters are becoming a major issue in the information and communi-
cation society (ICS). Datacenters and vast computer warehouses consume a
considerable percentage of the worldwide produced electrical energy, and the
energy required to cope with the ever increasing demand for runtime and
storage power grows faster and faster together with the widespread diffu-
sion of cloud-based services delivered over the Internet. In this scenario, the
costs of delivering power, cooling, network connectivity, storage space, and
real estate to underutilized servers continue to increase. Green computing
paradigms are emerging for reducing the energy consumption, the consequent
GHG emissions and the operational costs, for example by letting data and
computational load to follow-the-sun/wind/tide in distributed and cooper-
ative service infrastructure, such as the clouds, to exploit renewable energy
sources and variable energy prices offered by Smart Grids. In this chapter, we
present the current challenges and research trends for datacenter infrastruc-
tures and discuss a new energy-oriented model based on server consolidation
that, considering the energy as an additional constraint, minimizes the en-
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ergy consumption and the associated operational costs and environmental
effects towards an eco-sustainable society growth and prosperity.

Keywords: Green datacenters, cloud computing, energy consumption,
GHG emissions, energy cost.

1. Introduction

In the last decades, the society has experienced drastic changes in the way
the information is accessed, stored, transmitted and processed. Data has
been digitalized to allow electronic processing, by migrating from physical
to digital supports, and the Internet has made it accessible from whatever
device connected to the global network. This has produced deep changes
in the society, industries and communications, giving rise to the so-called
Information and Communication Society (ICS).

Several milestones can be identified in the history of the ICS, approxi-
mately every fifteen years [1]. At the beginning of the ICS, there were the
mainframes: big machines that processed jobs in batch, i.e. sequentially and
offline. With the advent of the personal computers (PC), the users could have
their own small computation and storage resources on their desktops. This
was a significant change in the paradigm, since each user could process its
jobs on its own. The interconnection of the PCs was possible with the advent
of the Internet, mainly based on the client-server model. The servers grew
in size and functionalities, and federated datacenters and farms distributed
throughout the world started cooperating to offer more and more services to
the users, evolving into the actual Internet-scale computing paradigm and
service facilities commonly known as Grid and Cloud infrastructures.

Such a paradigm represents a technological revolution in the way the in-
formation is accessed, stored and shared from whatever device connected to
the Internet which, in turns, evolves from a “simple” connection infrastruc-
ture to an integrated platform offering services to millions of smart, always-
connected terminal devices. The fundamental advantage of the aforemen-
tioned cloud paradigm is the abstraction between the physical and logical
resources, needed to provide services, and the users, which can simply use
the services they need (according to the so-called software, platform and in-
frastructure as a service models) without having to worry on how they are
actually implemented.
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Figure 1: Eco-sustainability as equilibrium among Society, Environmental and Economics.

In addition to the large number of technological and architectural issues
originated by the above paradigm change, the ICS is now facing another ma-
jor challenge: eco-sustainability. The eco-sustainability has become a major
issue in the ICS since resources exploitation, climate changes and pollution
are strongly affecting our planet. In particular, eco-sustainability refers to
the equilibrium among the society, the environment and the economics (Fig-
ure 1), by meeting the needs of the present generation without compromising
the ability of future ones to meet their own needs [2].

Today, the ICS has the opportunity to put together the above evolu-
tionary distributed computing technologies and eco-sustainability into an
integrated ICT paradigm, encompassing both the ever increasing need of
the development and the preservation of the world’s natural resources her-
itage. The ICT sector has in fact a unique ability to reduce its ecological
footprint (basically, energy consumption and GHG emissions) as well as the
ones of other industry sectors through the use of technological innovative
solutions [3]. The first step is therefore the reduction of the ICT ecological
footprint that will drive the change towards society growth and prosperity.

The key factors of such an energy-oriented paradigm are (1) energy-
efficiency, that lowers the energy requirement of the involved service provi-
sioning devices without affecting their performance, and (2) energy-awareness,
which adapts the overall energy consumption to the current load, introduc-
ing energy-proportionality, and exploiting the use of renewable energy sources
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and emerging Smart Grid power distribution networks. Energy-efficiency and
energy-awareness goals can be achieved together into an (3) energy-oriented
systemic approach considering the whole life cycle assessment (LCA) of any
new solution to ensure that it will be effective and avoid a rebound effect1.

2. Background

2.1. The energy problem

The humans demand on the biosphere, known as the human ecological
footprint2, has been estimated to be equivalent to 1.5 planet Earths [5], mean-
ing that humanity uses ecological resources 1.5 times faster than the capacity
of Earth to regenerate them. Simply stated, humanity’s demands exceed the
planet’s capacity to sustain us. The scarcity of the traditional fossil energy
sources with the consequent rising energy costs have become one of the major
challenges for the ICS. Therefore, as part of the ecological footprint, the en-
ergy consumption and the concomitant GHG emissions of cloud computing
infrastructures (datacenters and ultra-high speed interconnection networks)
have imposed as new constraints for ICT.

The ever increasing data volumes to be processed, stored and accessed ev-
ery day through the modern Internet infrastructure result in the datacenters
energy demand to grow at faster and faster pace. For this reason, energy-
oriented datacenters are being investigated in order to lower their ecological
footprint. However, since the electrical energy needed to power the ICT is not
directly present in nature, it has to be derived from primary energy sources,
i.e. from sources directly available in nature, such as oil, sun and nuclear,
that may be renewable or not-renewable. Not-renewable energy sources, like
fossil fuels, are burned emitting large quantities of GHG in the atmosphere
(usually measured in carbon dioxide equivalent3, CO2e), thus contributing to
global warming and pollution. Renewable sources may be also exploited to

1There is a logical problem related to have more efficient components: higher efficiency
may lead, in fact, to decreased costs and to increased demand, possibly overcoming the
gains obtained with efficiency, a phenomenon known as rebound effect or, in other contexts,
as Jevons Paradox or Kazzom-Brokes postulate [4].

2Resources exploitation, pollution, climate changes, global warming and global dim-
ming form all part of the human ecological footprint.

3Carbon dioxide equivalent is a quantity that describes, for a given mixture and amount
of greenhouse gas, the equivalent amount of CO2 that would have the same global warming
potential (GWP), when measured over a specified timescale (generally, 100 years).
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generate electricity. Most of the renewable energy sources are clean (usually
referred as green) as they do not emit GHG during their use (with the excep-
tion of biomasses4) although some other drawbacks may be still present, like
visual and noise impact in the case of wind turbines or large surfaces covered
in the case of solar panels. Nevertheless, from an ecological point of view,
renewable energy sources are beneficial over their entire life-cycle [6], even
if their cost and efficiency may be still low when compared to fossil-based
energy sources [7], which is the main reason for which their employment has
to be carefully considered against a trade-off assessment between advantages
and drawbacks. Besides being clean, renewable energy sources – as the name
suggests – are virtually inexhaustible, thus they are the perfect candidate to
support eco-sustainable growth. Nonetheless, renewable energy sources may
be not always available; sun, wind and tide are cyclic or even almost unpre-
dictable phenomena, though some inertia is guaranteed by battery packs and
potential energy storing techniques.

2.2. Smart Grids

Both fossil-based fuels and renewable energy sources can be employed
together in a dynamic adaptive fashion within the intelligent power dis-
tribution system provided by the Smart Grids. Smart grids are therefore
emerging as promising solution both to achieve drastically reduction in GHG
emissions and to cope with the growing power requirements of ICT net-
work infrastructures. They promise to change the traditional energy produc-
tion/consumption paradigm in which one large (legacy) energy plant provides
with energy the whole region, towards a configuration in which many small
renewable energy plants (e.g. solar panels placed on the top of the buildings,
wind turbines in the courtyards, etc.) interchange the energy with the power
distribution grid, by producing their own energy and releasing the excesses
to the smart grid which redistribute it together with the energy produced
by the legacy power plants to the sites where the energy is needed or the
renewable energy is not currently available. Smart grids open a new scenario
in which the energy production and consumption can be closely matched
avoiding peak power productions, and in which the energy quantity, qual-
ity and cost vary in function of the power plant producing it. Therefore,

4When burned to generate electrical energy, biomasses emit large quantity of CO2, but
the growing of the plants partially compensates the emissions. Biomasses, however, have
other impacts on crops since they take away soil to the agriculture.
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smart grids are foreseen to play a fundamental role in reducing GHGs emis-
sions and energy costs since they allows premises, datacenters, storage and
computational power to be interconnected to different energy sources and
possibly dislocated near renewable energy plants or where the environmental
conditions are favorable (e.g. cold climate can be exploited to efficiently cool
down machines).

2.3. Follow-the-energy and follow-the-data

Therefore, an energy-aware paradigm relying on smart grid infrastructure
will be able to either choose to direct the computing tasks or the data toward
a site which is currently green powered (thus, in a follow-the-energy manner),
or to request to the smart grid the quantity and quality of energy (e.g. from
an available renewable energy production site) to the facility (in a follow-the-
data manner). Such energy-aware paradigm unveils totally new potentials for
the ICT which had not been explored before, not only for the cloud computing
infrastructure but for the entire ICT, industrial and transportation sectors.

In this sense, a follow-the-energy (e.g. follow-the-sun, follow-the-wind,
follow-the-tide, etc.) approach and the knowledge of the current power con-
sumption of the devices may be taken into account into an integrated ap-
proach to optimize the overall energy consumption, GHG emissions, energy
costs and performance. In the follow-the-energy approach, the preferred sites
to which data or tasks are retrieved, stored or transmitted are the ones cur-
rently powered by green renewable energy (e.g. the current energy source is
solar and it is daytime). In this case, it is possible to “make light from light”,
in the sense that the energy coming from the solar panels can power the fiber
optics and transmit the required data. This approach will be commonly used
to load the facilities which are already powered by green energy sources.

In the follow-the-data approach, instead, the smart grid will be able to
fulfill an energy provisioning request specifying both the quantity and qual-
ity of the required energy. The smart grid will thus reply in the same way
as a typical telecommunication network, operating under the control of an
engineering-capable control plane, i.e. by fulfilling the request and estab-
lishing the appropriate energy path or rejecting the request according to
profitability/availability criteria. If the smart grid control plane decides to
fulfill the request, an appropriate energy path has to be established between
one of the energy sources available that satisfying the request. The path
will be created, like in the telecom network domain, by establishing the cor-
rect circuits in the smart energy switches distributing the power from the
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energy sources to the grid. This way, the energy is driven from a prefer-
ably renewable energy source towards the desired site, and the information
of the current energy source will be forwarded to the site through the de-
ployed smart meters. This approach will be commonly employed to switch
the energy source powering the facility with a greener source when available.

The two approaches are not exclusive and can be used both at the same
time. Anyway, in some cases one approach will be preferable to the other.
For example, when it would be profitable to use some specific datacenter
sites, the follow-the-data approach will be preferable (i.e., forward an energy
provisioning request to the smart grid), whereas, if the data or the computing
power can be obtained by different equally-cost sites (e.g. as in the case
of content distribution networks with replicated data in all the sites), the
follow-the-energy approach will be preferable (i.e., routing the data request
thorough the greenest sites).

2.4. Energy containment strategies

In such a dynamic and heterogeneous context, it is essential for the cloud
computing infrastructure (several datacenters widespread around the world)
to be aware what is the current energy source that is powering its equip-
ment and possibly request to the smart grid (energy provider) a specific
power provisioning (quantity and quality of energy) in order to exploit the
energy sources and lower its ecological footprint. Such information is critical
to manage and operate the cloud in the greenest way and it will be a re-
quirement in the CO2 containment strategies that are being approved by the
governments, such as Cap&Trade, Carbon Offset, Carbon Taxes and Green
Incentive frameworks [4]. In this scenario, two main approaches have been
developed to reduce the carbon footprint: carbon neutrality and zero carbon.
In the carbon neutrality approach, the industries GHG emissions are partially
or totally compensated (hence, neutrality) by a credit system (e.g. cap and
trade or carbon offset); besides, incentive or tax models are also possible
to encourage the use of green sources and limit industry carbon footprints.
In the zero carbon approach, green renewable energy sources are employed
and no GHG emissions are released at all. Zero carbon is considered to be
the only long term viable solution as it does not suffer from the rebound
effect: even with increased demand no GHG are emitted at all. Thus, to
achieve eco-sustainability, energy-efficiency and energy-awareness should be
both exploited in a systemic energy-oriented approach leveraging smart grids
employing green renewable energy sources and techniques that range from
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high level policies to low level technological improvements cooperating with
each other. This is a complex task that represents one fundamental step of
the challenge that humanity has to face in the XXI century: not only invert-
ing the global warming trend but also achieve sustainable solutions for the
decades to come. Here, sustainability represents the key word in order to
successfully address all these problems.

2.5. ICT energy-efficiency metrics

The huge energy demand originated by datacenters worldwide (approx-
imately quantified in about 1.5% to 2% of global electricity, growing at a
rate of 12% annually [8] [9]) is strongly conditioned not only by the power
required by the individual runtime, storage and networking facilities that con-
stitute their basic building blocks, but also by cooling (referred to HVAC,
heat ventilation and air conditioning), uninterruptible power supply systems
(UPS), lighting and other auxiliary facilities. The power usage effectiveness
(PUE) index, proposed together with the datacenters infrastructure efficiency
(DCiE) by the GreenGrid [10], are universally recognized metric, used to es-
timate the energy efficiency of a datacenter by considering the impact of the
auxiliary component respect to the basic ones. PUE is defined as the ratio
between the total amount of power required by the whole infrastructure and
the power directly delivered to the ICT (computing, storage and networking)
facilities:

PUE =
total datacenter power

ICT equipment power
. (1)

DCiE is expressed as the percentage of the ICT equipment power by total
facility power:

DCiE =
ICT equipment power

total datacenter power
· 100%. (2)

A PUE value of 2 or, equivalently, a DCiE of 50%, can be typically ob-
served by examining most of the current installations [11], demonstrating that
HVAC and UPS systems approximately double the datacenter energy needs.
Furthermore, the need for redundancy and the use of more sophisticated and
expensive energy supply systems, make the things worse in largest and mis-
sion critical installations. In this scenario, the cooling facilities represent the
most significant collateral energy drain. However, their energy efficiency is
improving thanks to new cost-containing cooling strategies based on the use
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of computational fluid dynamics and air flow reuse concepts (free-cooling,
cold aisles ducted cooling etc.).

2.6. Energy and the Cloud

As for the ICT equipment, the computing and storage facilities can be
considered the most energy-hungry components. As an example, the Barcelona
Supercomputing Center (a medium-size datacenter, hosting about 10,000
processors) has the same yearly energy-demand of a small (1,200 houses)
town, with a power absorption of 1.2 MW, resulting in an energy bill of more
than 1 million Euros [12] [13].

A significant variety of computing equipment populates the state-of-the-
art datacenters, ranging from small-sized high-density server systems (in sin-
gle unit arrangements or blade enclosures) with computational capabilities
limited to 2-4 multicore CPUs, to large supercomputers with hundreds of
symmetric CPUs/thousands of cores or more complex parallel (e.g. systolic
array or vector-based) computing architectures.

Different server architectures can be properly customized for specific com-
puting or service provisioning tasks such as deploying network info-services
(HTTP, FTP, DNS or E-Mail servers) or managing large databases. In addi-
tion, servers may assume specialized roles within a cloud computing organi-
zation by behaving as general-purpose “worker” nodes or as control devices
running specialized resource brokering/scheduling systems that manage the
dynamic allocation of jobs/applications or virtual machines on the available
worker nodes and/or assign, with the role of storage pool managers, the
required storage space to them.

Considering that, also within a fairly dimensioned farm, with a limited
degree of over-provisioning to handle peak loads, most of the servers op-
erate far below their maximum capacity for most of the time [14] [15], a
lot of energy is usually wasted, leaving great space for potential savings to
energy-proportional architectures [14] and strategies consolidating underuti-
lized servers. The devices belonging to a server farm are, in fact, usually
always powered on also when the farm is currently solicited by a very limited
computational/service burden or is totally idle. This consideration can be
immediately exploited by a service-demand matching approach, consolidat-
ing the current load on a minimum size subset of the available resources, and
putting into sleep-mode all the remaining ones, with the immediate effect of
greatly reducing the energy consumption, as the one that will be presented

9



in the Section 7. Such a subset can dynamically expand or shrink its dimen-
sions by powering up or down some servers, when necessary, to provide more
computing or storage capacity, or reduce the current energy consumption
when the load falls under a specific threshold.

2.7. Energy-saving approaches

The energy-saving approaches currently available can be described by
the three different “do less work”, “slow down” and “turn off idle elements”
strategies. In the first one, the applications/jobs requiring services to the
cloud are optimized in time and space in order to keep the execution load
at a minimum level, resulting in reduced power consumption. The second
strategy starts from the consideration that the faster a process runs the more
resource intensive it gets. In complex runtime application, the speed of some
component processes does not perfectly match and thus several resources
remain locked for some time without being really useful. By lowering the
speed of the faster activities such unnecessary waiting or resource locks can
be avoided by not affecting the overall application completion time. Processes
can be slowed down in two ways: they can be run with adaptive speeds, by
selecting the minimal required speed to complete the process in time or,
alternatively, intermediate buffering techniques can be introduced so that
instead of running a process immediately upon arrival, one can collect new
tasks until the buffer is full and then execute them in a bulk. This allows
for some runtime components to be temporarily switched off resulting in a
significantly lower power consumption. Finally, the last strategy refers to the
opportunity of exploiting the availability of a low-power consumption status,
the sleep-mode, of the involved device. That is, the “turn off idle elements”
approach aims at switching the devices into sleep-mode during their inactivity
periods and restoring them to their fully operational status when more power
is needed. If properly used, all the strategies based on the use of sleep-mode,
may represent a very useful mean for achieving great power savings in large
datacenters, when they are lightly loaded. Such infrastructures are usually
designed according to a modular approach, since they are built up by a
number of logical-equivalent elements (bulks of servers or computing aisles),
so that unloaded bulks can be dynamically put into sleep-mode during low-
load periods. Such approaches may be employed in orthogonal dimensions
in the sense that they may and should act in concert and simultaneously,
multiplying their benefits with respect to a one-dimensional optimization.
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3. State of the Art

Several approaches have been proposed in literature in order to contain
the energy demand of modern datacenters.

The works presented in [8] [11] [16] [17] focus on the use of sleep-mode
to attain energy-efficiency in different ways. In particular, [8] asserts that
a really effective strategy to achieve significant power savings can be based
on switching off most of the available servers during the night or in pres-
ence of a limited load and using the full servers’ capacity only during peak
hours. On the other hand, between the other approaches proposed, the work
in [11] presents a power containment technology based on the use of sleeping
mode at the single component level where specific technological features can
be exploited to achieve a significant degree of optimization. Another per-
spective is discussed in [16] analyzing the impact on network protocols for
saving energy by putting network interfaces and other components to sleep.
The tutorial [17] explains several network-driven power management strate-
gies to dynamically switch computers back and forth from sleep/power-idle
mode. In [18], an energy manager for datacenter network infrastructure is
presented, dynamically adjusting the set of active network elements (inter-
faces and/or switches) to accommodate new capacity to support increased
datacenter traffic loads. In [19] several ideas are presented: legacy equipment
may undergo hardware upgrades (such as modified power supply modules)
and their network presence may be transferred to a proxy or agent allowing
the end device to be put in low power mode during inactivity periods while
being virtually connected to the Internet. The authors also promote the use
of renewable energy sources, such as solar, wind or hydro-power, as a valid
alternative for supplying power to ICT equipment. Such strategy seems to be
well suited for datacenters, which can be located near to renewable energy
production sites. However, since renewable energy sources tend to be un-
predictable and not always available (e.g., wind), or may present significant
variations during day and night (e.g., sun), to really benefit from their us-
age the involved jobs/applications and the associated data, in case of supply
variations, should be migrated from one datacenter to the other, where the
energy is currently available, according to the follow-the-sun or chase-the-
wind scenario [4]. This implies the presence of an energy-efficient and high
capacity communication network always available to support the above facil-
ity. Based on similar concepts, a study presented in [20] investigates cost and
energy-aware load distribution strategies across multiple datacenters, using
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a high performance underlying network. The study evaluates the potential
energy cost and carbon savings for datacenters located in different time zones
and partially powered by green energy and determined that, when striving
at optimizing the overall green energy usage, green datacenters can decrease
CO2 emission by 35% by leveraging on the green energy sources at only a
3% cost increase.

This chapter focuses on improving the operating energy efficiency of the
computing resources (mainly the available servers) within a complex dis-
tributed infrastructure, which are responsible for the greatest part of data-
centers energy consumption.

4. Energy-aware datacenter model

A distributed service-provisioning infrastructure, such as a cloud, is com-
posed by datacenters spread throughout the world, eventually belonging to
different facilities, acting together as a federated entity.

Each of these cooperating datacenters contains a large number of servers
whose main task is running applications, virtual machines or processes sub-
mitted by the cloud clients, typically by using the Internet. Each individual
server is characterized by a processing capacity, depending essentially on the
number of CPUs/cores and on the quantity of random access memory (RAM)
available and by a storage capacity dynamically assigned to it by some cen-
tralized or distributed storage management system. Thus, the datacenter
workload at the time t is measured by considering the applications/jobs that
need to be processed or are still running at this time. Usually, datacen-
ters are designed with a significant degree of resource over-provisioning to
always reserve some residual capacity needed to operate under peak work-
load conditions [14] [15] and ensure a certain scalability margin over time.
However, also in presence of a limited workload, the servers that are totally
idle, since they have no processes to run, are normally kept turned on by ad-
versely affecting the overall power consumption and introducing additional
and unnecessary costs in the energy bill.

In such a context, most of the effort should be oriented to the reduction
of the active/running servers to a minimal subset and turning off the idle
ones, according to the previously presented “turn off idle elements” strategy.
For this sake, a high-level energy-aware control logic is needed to dynam-
ically control the datacenter power distribution by exploiting load fluctua-
tions and turning off inactive servers to save energy. Thus, as the current
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load decreases under a specific attention threshold, a properly designed pol-
icy should clearly identify (1) how many servers and (2) which of them have
to be powered down, and the correct procedures to perform this task have to
be implemented, ensuring that the physical and logical dependencies among
the devices within the datacenter will be always respected (as described in
Section 4.1).

In particular, such operating policy has to be implemented by using a
proactive algorithm, running within the datacenter resource broker/scheduling
logic, that constantly monitors the current runtime load and adaptively de-
termines the subset of servers that can be turned on or off, by using properly
crafted actuator functions with the specific task of correctly switch the op-
erating status between on and off and vice-versa.

4.1. Physical and logical dependencies

In modern datacenter farms participating to grid or cloud-based dis-
tributed computing infrastructures, a large number of devices are intercon-
nected together into cooperating clusters, which are made up with hetero-
geneous computing, storage or communication nodes, each with its own role
in the farm. Each of these nodes, often known as computing resource bro-
ker or Control Element (CE), storage manager/element (SE), disk server
(DS), gateway, router, or whatever else – has its own hardware and software
features that must be considered when operating in the datacenter. Fur-
thermore, nodes interact among them according to their logical role in the
farm and, secondary but not least, to their physical placing, as depicted in
Figure 2.

Such logical and physical dependencies must be evaluated, especially in
power management operations where devices are switched on and off.

An example of a power on procedure executed on the node SE1 is illus-
trated in Figure 3, in which the highlighted nodes are turned up, starting
from the node UPS1 and going down to nodes RACK1, FARM1 and even-
tually SE1.

Analogously, a power off procedure executed on the node SE1 is depicted
in Figure 4, in which the highlighted nodes are turned off, starting from the
nodes SS1 and SS2 and going up to the nodes DS1, . . . , DSn and eventually
to the node SE1. In this way, the portion of the cluster related to the storage
subsystem will be completely turned off and while the remaining part of the
cluster will be still working.
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Figure 2: Dependency graph for a grid farm.

Figure 3: Power on procedure executed on device SE1.
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Figure 4: Power off procedure executed on device SE1.

4.2. Job aggregation strategies

The above model, implicitly assumes that each job/process or virtual
machine is assigned to a single computing core, in such a way that each
multi-processor server, with n total cores available, is able to run n indepen-
dent tasks without experiencing any performance slowdown. Accordingly,
in presence of multicore systems, a runtime task consolidation strategy can
be applied, by moving the current tasks throughout the datacenter farm to
aggregate them on a minimal subset of servers, in order to have a greater
number of idle servers to be turned off. In presence of multicore CPUs with
n cores per server, several consolidation strategies are possible. Such strate-
gies can also be progressively applied as new tasks require service to the
datacenter, to avoid expensive re-compaction procedures and complex job
migration processes affecting already running applications. For example, in
a datacenter using a traditional first-fit scheduling strategy, a new task is
assigned to the first server, among the available ones, with at least a single
core available. As a valid alternative, a best-fit strategy aims at compacting
the available tasks as much as possible; thus each task is assigned to a server
with just one core free (and, thus, n − 1 already busy) if any such server
exists. Otherwise, it looks for a server with only two free cores, then with
three, and so on, up to n, according to the principle of distributing the load
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Figure 5: Visualization of first-fit and best-fit allocation strategies for a subset of 6 servers
with 4 cores each. At time t1, there are three running jobs arranged (as result of previous
allocations) as in (a); at time t2, nine new jobs arrive (b). First-fit will use up to 2x more
servers than best-fit.

on the servers that are already the most loaded ones in an effort to totally
saturate their available capacity. Note that, in this aspect, the optimization
of datacenters differs from the one of telecommunication networks, in which
the load balancing criteria has to try to not saturate the available resources
(e.g., fiber links) in order to leave enough “space” (e.g., bandwidth) for future
connection requests to come.

Clearly, the first-fit scheme is faster, but it has the disadvantage of leaving
a large number of servers only partially loaded. On the other hand, best-fit
gives the more satisfactory results according to the aforementioned consol-
idation strategy, since it compacts the jobs as much as possible on a few
servers and leaves the maximum possible number of servers totally unloaded
so that they can be immediately powered down, with a significant reduction
of the wasted energy (see Figure 5). Besides achieving optimal compaction,
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the best-fit strategy is also more profitable since a multicore server with a
significant number of busy cores is statistically less likely to get free of all
his runtime duties (and, thus, of being put into sleep-mode) than a server
with a low number of jobs. The inherent computational complexity of the
best-fit strategy may be improved to work in a constant amortized time by
implementing per-server priority queues with Fibonacci heaps, so that it will
not introduce additional burden to the overall computing facility. Unfortu-
nately, in presence of single-core devices, no further aggregation is possible
and hence energy savings can be achieved only by powering down the idle
servers.

5. Traffic fluctuation

The datacenter workload is usually characterized by recurring fluctuation
phenomena where higher utilization periods (e.g., during some hours of the
day) are followed by lower utilization ones (e.g., during the night) and so
on. Due to the regularity of these recurrence phenomena, driven by the 24
hours or weekly rhythm of human activities, the aforementioned fluctuations
are typically predictable within certain fixed time periods (e.g., day/night
or working day/weekend cycles, months of the years, etc.) and they can
be described by a pseudo-sinusoidal trend [18] [21]. The theoretical daily
workload variation for a typical energy-unaware datacenter [18] is shown in
Figure 6.

It can be immediately observed that, while the demand load follows a
pseudo-sinusoidal trend, the power drained remains almost constant during
both the high and low usage periods. This is essentially due to the im-
pact of computing resources that are always kept up and running also when
they are underutilized or not utilized at all, thus wasting a large amount of
energy during the low load periods. The fundamental idea behind a more
energy-conscious datacenter resource management is introducing elasticity in
computing power provisioning under the effect of a variable demand, by adap-
tively changing the datacenter capacity so to follow the current demand/load,
as shown in Figure 7. This can be accomplished by dynamically managing, at
the resource scheduling level, the allocation of tasks to the available servers,
and putting the unused ones in low-power sleep-mode and rapidly resuming
a specific block of sleeping servers when more capacity is required and the
currently operating servers pool is not able to accommodate it.
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Figure 6: Capacity-demand mismatch leads to resource and energy wastes.

Figure 7: Theoretical provisioning elasticity concept. The capacity curve should resemble
the demand curve as close as possible, leaving a safety margin to serve possible peak loads.
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Figure 8: Energy-awareness multilevel approach overview.

6. Energy-oriented optimization

Since a distributed computing infrastructure, such as a cloud, can be seen
both as a single federated entity but also as a set of autonomous datacenters
working together, energy-oriented optimization can be introduced at different
levels. Energy-efficiency is the first step towards reducing the ecological foot-
print of cloud infrastructures. It is related to the “do more for less” paradigm,
and aims at using more efficient computing or manufacturing techniques that
lowers the components power requirements. At higher level of abstraction,
it is possible to introduce the energy-awareness at all levels, meaning that
the device (from the hardware resources to individual servers up to the dat-
acenter and the whole grid/cloud) is aware of its power requirements, and
adapts its behavior to its current load and even to the current energy source
that is feeding it with energy (as sketched in Figure 8). Energy-awareness is
that it can be applied to all levels, from a local datacenter basis (intra-site
optimization) to a wider cloud scope (inter-site optimization).

6.1. Energy-efficiency

From the lowest granularity, energy-efficiency can be implemented at the
devices level, designing and building more energy-efficient components that
decrease the power consumption while not disrupting the offered service level,
or even increasing it. As an example of technological innovation and energy
efficiency, consider the ASCI Red supercomputer of Sandia National Labo-
ratories (in Albuquerque, New Mexico, US), built in 1997. With its peak
performance of 1.8 teraflops, it has been the most powerful supercomputer
in the world (according to TOP500) between June 1997 and June 2000,
and occupied a physical size of 150 square meters, with a power absorption
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of 800,000 Watts. Just nine years later, in 2006, the Sony Playstation 3
achieved the same peak performance with a power absorption lower than 200
watts and a physical size of 0.08 square meters [13].

As another example, consider the Apple iMac in the year 2000: it had
the dimensions of a CRT monitor, the weight of 15.8 kg and its technical
specification were: 500 MHz CPU, 128 MB of RAM and 30 GB of storage,
with a power consumption of about 150 Watts. In 2010, ten years after, Apple
released the iPhone 4, which, despite of its handy-size and 137 g of weight,
had a 1 GHz CPU, 512 MB of RAM and 32 GB of storage capacity, with
a power absorption of just 2 Watts. Furthermore, it added also advanced
functionalities, like GPS, Wi-Fi, Compass, mobile phone, etc., in line also
with the“do more for less” paradigm.

The energy-efficiency in the design of the new hardware has more or less
been always present in the industry processes, and it remains one of the most
important issues in reducing the energy requirements. Nonetheless, it is not
sufficient to have more and more energy-efficient components, for two main
reasons. From one side, the energy-efficiency alone cannot cope with the ever
increasing needs of energy and the consequent carbon footprint. From the
other side, increased efficiency can lead to the the rebound effect, limit or
even making worse the ecological footprint.

6.2. Virtualization and thin clients

From the user point-of-view, the ICT market is evolving towards a new
network-centric model, where the traditional energy-hungry end-user devices
(e.g. PCs, workstations, etc.) are being progressively replaced by mobile
lightweight clients characterized by moderate processing capabilities, lim-
ited energy requirements and high-speed ubiquitous network connectivity
(e.g. smart phones, handhelds, netbooks, etc.), significantly incrementing
the strategic role of the network for connecting them to the cloud infrastruc-
tures. These devices typically do not directly run complex and expensive
applications but rely on virtual machines and remote storage resources re-
siding on distributed cloud organizations, accessible from the Internet, to
accomplish their more challenging computing tasks, thus limiting their roles
to very flexible and high level interfaces to the cloud services. Such an evo-
lution in users habits, if properly managed, can be exploited to significantly
reduce the power consumption of both datacenters and user-level computing
equipment.
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Modern Virtualization [16][19] technologies may play an fundamental role
by dynamically moving, in a seamless way, entire virtual machines and hence
their associated computations, between different datacenters across the net-
work, in such a way that the datacenters placed near renewable energy plants
may execute the involved computational demands with a lower energy cost
and a reduced carbon footprint with respect to traditionally power consum-
ing (and almost idle) PCs statically located in the users’ premises. Increasing
the computing/runtime density and power in sites where green and/or less
expensive energy is available, will be the upcoming challenge for next gener-
ation datacenters.

Virtualization can be applied on two levels. Firstly, multiple virtual ma-
chine instances can be shared on a single physical server, by reducing the
number of servers and thus the power consumption. Secondly, scalable sys-
tems using multiple physical servers can be built, allowing most servers to
be switched off during low usage periods, and only using the full capacity of
the computing farm during peak hours.

Resource sharing may also play an important role both for datacenters
and network equipment. In datacenters, virtualization may be exploited
by an energy-aware middleware that dynamically moves individual tasks
or virtual machines to the most energy-convenient high-density sites (those
characterized by the lowest carbon footprint or energy costs) in order to
increase, as much as possible, their computational burden. From the net-
working perspective, an energy-aware control plane may properly route the
traffic/connections associated to the above task/VMs by privileging interme-
diate nodes currently fed with renewable energy while simultaneously group-
ing the above connections on the same path instead of spreading them over
the whole network. This management practice will maximize the usage of
the already active devices/paths and consequently save the energy resulting
from temporarily powering down the networking devices that should serve
the alternate/secondary and no more useful paths.

7. Intra-site optimization

In line of principle, the instantaneously available capacity in a datacenter
should closely follow the current load (Figure 7). However, the instantaneous
capacity function cannot be described by a continuous curve, but is instead
a step function in which each step is associated to a variation in the quantity
of discrete resources (e.g., single servers or blocks of servers in the farm)
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Figure 9: Service-demand matching.

being turned on or off. Hence, the demand curve must be approximated
with a step-shaped service curve that is always able to support the current
demand/load while minimizing the overall energy consumption (Figure 9).
Since the power drained is directly proportional to the number of active
servers, the closer the service curve approximates the demand one, the lower
will be the power wasted.

Furthermore, the instantaneously available capacity should be dimen-
sioned by ensuring the presence of a safety margin (i.e., a minimal distance d
to be always maintained between the values assumed by the demand and the
capacity curves, expressed as number of servers or cores) to properly handle
bursty traffic phenomena or peak loads. This margin is directly associated to
a certain number of servers that are preventively kept turned on to serve new
incoming tasks whose number cannot be easily foreseen by using statistical
observations. Reducing the distance margin d, directly implies decreasing
the energy consumption, but also introduces, as a side effect, an increment
in the average service delay for incoming tasks that, since the number of new
jobs that can be immediately served without reactivating previously sleeping
devices decreases proportionally with the safety margin. Conversely, larger
values for the distance d, introduce more tolerance to extemporaneous load
variations, thus a greater number of task can be immediately served as they
arrive (with no delay), but, obviously, the energy consumption increases pro-
portionally (since more servers have to be kept up and running). Thus, the
safety margin d has to be large enough to avoid unnecessary oscillations

22



of a certain group of servers back and forth from the sleep-mode, in corre-
spondence to limited variations of the load. This is also required to avoid,
as possible, the peaks in the power absorption that are usually experienced
during the start up phase or when switching from the sleep-mode status to
the fully operating one. Therefore, the safety margin d can be considered as
upper-bounded by the energy consumption and lower-bounded by the peak
load absorption capacity together with the minimization of the aforemen-
tioned power fluctuation requirement.

Choosing a safety margin value of d, ensures that a bulk of k ≤ d incoming
task can be immediately served without waiting. Thus, the d parameter
also identifies the size of the zero-waiting queue of the tasks that are served
as they arrive. If k > d, there will be k − d jobs that will have to wait
a time t before they can get served, where t is the start-up time of the
servers (obviously, if the load reaches the site maximum capacity, all the new
tasks will have to wait for new resources to become available). The start-
up time t may sensibly vary with the available technologies. In presence of
agile servers equipped with enhanced sleep-mode capabilities, the value of
t may range in the order of a few ms, whilst for less sophisticated legacy
equipment a complete bootstrap procedure will be required and the start-
up time t may grow up to some minutes. As a general rule, the higher is
the t value, the higher has to be the safety margin d, and consequently the
lower will be the energy saving, whereas lower values of t, allow significantly
greater energy savings margins. In Figure 10 we reported the (software and
hardware) power off and power on times measured in the INFN5 Tier2 site of
the CERN6 LHC7 experiment. When enhanced sleep-mode is not employed,
servers need several tens or even hundreds of seconds to switch their state
from turned down to up and running, under the control of specific wake-
on-LAN or external power management facilities (e.g. “intelligent” power
distribution units, PDU). Such high times clearly indicate that the enhanced
sleep-mode feature is strongly required to make modern datacenters agile and
may bring great benefits in terms of reduced energy waste and consequent
electrical bills.

5Italian National Institute for Nuclear Physics.
6European Organization for Nuclear Research.
7Large Hadron Collider.
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Figure 10: Complete power ON/OFF times (seconds) for different legacy devices.

7.1. Analytically evaluating the energy saving potential

In order to evaluate, from the analytical point of view, the upper-bound
for the energy saving potential of the discussed service-demand elasticity ap-
proach, we can consider instantaneous transitions among the sleep and the
active states (t = 0) and theoretical sinusoidal traffic, like the one depicted
in Figure 6. The demand curve represents the request for service load experi-
enced during the day, while the service curve represents the servers that need
to be fully operating to process the job requests. Without the introduction of
any energy saving policy, the power consumption of the datacenter remains
constant [18] over the entire observation interval, and the energy required is
represented by the integral of the power drained over time:

t2∫

t1

p(t)dt, (3)

where p(t) is the power consumption function and t1 and t2 are the consid-
ered the extremes of the observation time interval. Ideally, the lower bound
for the datacenter energy consumption is defined as:

t2∫

t1

l(t)dt, (4)
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where the l(t) function describes the demand/load curve. Such a curve
can be closely approximated by the adaptive service curve s(t), which is the
step function that establishes the minimum set of runtime resources that have
to be powered on to serve the current demand. Therefore, with the proposed
energy saving schema, the theoretical energy consumption is defined as:

t2∫

t1

s(t)dt. (5)

Clearly, between the above equations it holds that (4) < (5) << (3),
and the bigger the difference between the values assumed by eq. (3) and
eq. (5), the greater the energy saving. Theoretically, the energy saving is
upper-bounded by:

t2∫

t1

(p(t)− l(t)) dt, (6)

while the actual energy saving is defined as:

n∑

i=1

(p(i)− s(i)) ·∆i, (7)

where n is the number of intervals in which the time interval [t1, t2] is
partitioned and ∆i is the duration of the i-th time interval; note that the
value n defines the time-basis on which the optimization process is executed;
thus eq. (7) represents the potential energy savings that can be achieved.

7.2. The service-demand matching algorithm

Given a specific demand/load curve, the service-demand matching algo-
rithm determines the service curve that is able to always satisfy the current
demand while minimizing the number of active servers and hence the power
needed. As an example, consider a scenario in which the demand curve in-
creases between the times ti and ti+1. As a consequence, the distance from
the service curve decreases from di to di+1. Since di+1 < d, the algorithm
detects the increment in the demand (totally absorbed by the safety margin
d, thus no service delay occurs in this case) and consequently increases the
number of active servers by turning on si+1 − si servers.
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Figure 11: Server energy model: the power consumption varies linearly with the CPU
load.

At the opposite situation, when a decrement di+1 > d of the demand
curve occurs, it causes the algorithm to decrease the service curve from si+1

to si, thus allowing more devices to be put into sleep-mode.

7.3. Experimental Evaluation

To evaluate the effectiveness of the service-demand matching algorithm
(best-fit aggregation with sleep-mode during low load periods) in terms of
energy saving potential, a large datacenter simulation model, composed by
more than 5,000 heterogeneous single-core and multicore servers, has been
built starting from data available in literature [14] [15] concerning the obser-
vation over a six-month period of a large number of Google servers.

The servers power consumption was modeled as depicted in Figure 11,
in which the server always consumes a fixed power needed for the device to
stay on, and a load-dependent variable power, equal at maximum to the fixed
part, scaling linearly with the CPU load [15].

The jobs arrive with a pseudo-sinusoidal trend as illustrated in Figure 6.
The duration of the jobs was taken to be exponentially distributed [22],
extrapolated from a duration of 1 to a maximum of 24 hours, according to
the distribution reported in Figure 12.

First, we evaluated the effectiveness of the approach considering non-zero
transition times (t) between the on and the sleep-mode states (taking as
a reference the value of Figure 10). Day one of simulation is depicted in
Figure 13. At the beginning, no job is present in the datacenter. As time
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Figure 12: Probability Density Functions (PDFs) and Cumulative Distribution Functions
(CDFs) of jobs duration.

passes, we monitor the energy consumption with all devices on (i.e., without
our approach, red area) with the energy consumption of the approach (blue
area), and plot the obtained energy savings (green area). Note that, when
the servers are turned on but idle (during the first 12 hours approximately),
they consume about half of their maximum power consumption, which is in
turn achieved when the CPU works at 100% (Figure 11), according to the
energy model of Figure 11.

In Figure 14 we reported the generic day n of simulation. We can observe
that a number of CPU (set by the safety margin d) is kept on even if idle
to serve future jobs that may arrive at the datacenter. Anyway, a peak of
traffic can still cause that a number of jobs will have to wait, as observed in
the Figure 15.

Therefore, we evaluated the impact of variations in the safety margin
d against the potential savings, in terms of reduced energy consumption
(MWh), GHG emissions (tons of CO2) and economical cost (Euros).

For a commercial/industrial facility like a datacenter, we assumed that the
average cost of energy is about 0.12 Euros per kWh [23], and we considered
fossil-fueled energy plants powering the datacenters, which emits 890 grams
of CO2 per kWh [9].

Several simulation experiments have been run with different values of the
safety margin d. The observed results show that the maximum achievable
cost savings may reach about 1.5 millions Euros, with a reduction of more
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Figure 13: Energy consumption of day one with and without the service-demand matching
algorithm.

than 13 GWh in the energy consumption and more than 11 kTons of CO2

in the GHG emissions. These results are not surprising since the servers
are rarely utilized at their maximum capacity and operate, for most of their
time, at an average load ranging between the 10% and 50% of their maximum
utilization levels [14].

As expected, the d value significantly affects the overall energy savings as
long as the consequent CO2 emissions and electric bill costs. The best results
have been achieved with lower values of the safety margin. When evaluating
the impact of the safety margin, since the basic goal of the experiments
was to provide a lower bound for the energy savings of modern and future
datacenter, the transition time t between the powered on and off states have
been put to 0, so that switching the servers between the sleep and operating
mode introduces no delay (i.e. all the considered servers are agile). As a
consequence, the frequency of the load variations (i.e., how and how often
the traffic load varies in time) only affects the number of transitions between
the on and off (or sleeping and operating) states, but it does not influence
the energy savings at all, as each variation is immediately followed by the
corresponding power mode switching action on the involved servers.

The efficiency that can be achieved in resource utilization may reach val-
ues between 20% and 68%, meaning that an high percentage of the servers
can be put into sleep-mode for a considerable time. The saving margins de-
crease almost linearly as the d values increases (see Figure 16). In fact, while
the load is far from the actual datacenter capacity, both the achieved energy

28



Figure 14: Energy consumption of day n with and without the service-demand matching
algorithm.

Figure 15: Queued jobs that have to wait due to a peak in the traffic load.

savings and the safety margin d vary linearly but, as the load approaches
higher values, the d threshold will exclude a higher number of devices from
being switched down, leading to relatively lower savings. When considering
multicore devices, job aggregation is possible. When comparing the two ag-
gregation/consolidation strategies based on first-fit and best-fit scheduling of
new tasks in Section 4, we observed that first-fit performed significantly worse
than best-fit (up to 50%), so that in evaluating the consolidation strategy we
only focused on the best-fit task scheduling scheme.

Finally, varying the number of cores per servers shows a common behav-
ior: the more the cores available in the datacenter, the higher the energy
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Figure 16: Energy, CO2 and costs with varying safety margins (d) for a large datacenter
(5,000 servers).

consumption. This is due to the fact that the datacenters usually oper-
ates very far from their actual maximum utilization capacity and this causes
multicore servers to run with only few jobs even when using the best-fit
scheduling strategy. That is, multicore servers are more affected by internal
fragmentation phenomena (not all the cores are always busy). Thus, in pres-
ence of a limited load, assigning a task to a single-core server costs less than
executing it on a multicore server (due to the greater energy consumption
of the latter device), whilst, at higher loads, the greater computing density
of multicore servers may be exploited by the best-fit strategy to lower the
overall datacenter energy consumption.

8. Inter-site optimization

When dealing with inter-site optimization, new opportunities are added
to the discussed intra-site optimization. Being the cloud distributed over the
territory, even with large distances (two sites of the same confederation may
be in different continents), new perspectives are possible for reducing the
energy, the GHG emissions and the energy costs, especially in conjunction
with the discussed smart grid infrastructure. In this sense, a follow-the-
energy approach [4] and the knowledge of the current electricity prices in
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the different regions on which the cloud infrastructures spans may be taken
into account and exploited by an energy-aware task scheduling paradigm to
optimize the overall energy consumption (see Figure 17) and/or the use of
renewable energy sources. This requires the presence of a high performance
communication infrastructure, joining the cloud sites and supporting the
capability of dynamically moving the cloud tasks from a site to another one
with minimum latency, according to a fully distributed scheduling paradigm.

For example, since electricity prices may present significant geographic
and temporal variations, due to differences in the actual regional demand
or in the use of a cheaper energy source, by working on the energy cost
dimension, significant reductions can be achieved by adaptively moving and
rescheduling the running tasks from a cloud site to other locations, offering
runtime services to the cloud, where the electricity prices and associated
taxes are the lowest on particular hours of the day.

Energy-oriented scheduling criteria may also be introduced in multi-site
clouds by optimizing the choice of energy sources in such a way that run-
time resources located within sites powered by renewable sources are always
preferred when available. In fact, datacenters may be equipped with a dual
power supply: the always-available power coming from dirty energy sources
and the not-always-available power coming from renewable energy sources.
Consider, for instance, the availability of energy produced by solar panels;
it is strongly correlated with the time of the day, since it is known that no
energy will be produced during the night and that some energy is expected
to be produced during the day. Such knowledge should be included in the
distributed scheduling logic, by implementing automatic follow-the-sun or
chase-the-wind paradigms. Accordingly, the aforementioned scheduling sys-
tem should have the additional goal of distributing the available power to
the incoming new tasks or to the already running ones to dynamically fol-
low the 24-hours daylight cycle. Thus, when the sun is shining in a specific
geographic area, all the incoming new jobs should be scheduled on the sites
located in such area that are entirely powered by the solar energy. Analo-
gously, the tasks already running in sites that are powered by dirty energy
sources should be eventually forced to pass through the underlying network
infrastructure to be relocated on sited powered by the solar energy. Of course,
when the day light is no more available, the above tasks should be dynami-
cally moved back elsewhere, e.g. where the sun is now shining, in such a way
that the use of green energy sources is maximized and the carbon footprint
minimized.
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Figure 17: Follow-the-whatever paradigm ad inter-site optimization schema in the cloud
infrastructure.

As another example, we can imagine some sites powered by wind energy
where power supply is a pseudo-random process depending on the availability
of wind. Due to the inertia of the power generating mechanisms and batteries,
a drop in the wind power does not result immediately in a power generation
drop. Hence, if wind stops, it is possible to dynamically reconfigure the load
over the cloud, to consider the new distribution of available clean energy and
re-optimize its carbon footprint. Differently from the case of the daylight,
whose duration is known in advance, a decrease in wind strength is much
more unpredictable and the warning time is shorter. This should be only
handled with adaptive and efficient task migration mechanisms implemented
within the cloud middleware. For this reason, it is necessary to develop novel
migrating schemes and resource allocation mechanisms that take advantage
of the early notification of the forecast power variation of clean sources with
time-varying power output. Furthermore, another interesting perspective in
energy-aware job allocation comes from linking job scheduling/dispatching to
the different available electricity prices, dynamically and continuously moving
data to areas/devices where electricity costs are lower.
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9. Conclusions

In order to support all the above adaptive behaviors, energy-related in-
formation associated to the datacenters belonging to the cloud need to be
introduced as new constraints (in addition to the traditional ones, e.g. com-
puting and storage resources details) in the formulations of dynamic job
allocation algorithms. Down-clocking or sleep-mode should be handled as
new capabilities of the datacenter equipment that need to be considered at
the cloud traffic engineering layer, and the associated information must be
conveyed to the various devices within the same energy-management domain.
This clearly requires modifications to the current protocols and middleware
architecture. However, in many cases, the carbon footprint improvements
will be achieved at the expense of the overall performance (e.g. survivability,
level of service, stability, etc.), which can in turn be compensated through
over-designing (increase of CAPEX) or over-provisioning (increase of OPEX).
In fact, by putting energy-hungry equipment or components into low power
mode, or creating traffic diversions driven by reasons different from the tradi-
tional load balancing ones, we implicitly reduce the cloud available capacity
and hence the experienced delays tend to be longer and/or datacenters more
congested, decreasing the overall service quality. This implies that the new
algorithms empowering the energy-aware middleware should be driven by
smart heuristics that always take into account the trade-off between perfor-
mance and energy savings.
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Appendix C

List of acronyms

ADSL Asymmetric Digital Subscriber Line

AWG Arrayed Waveguide Grating

CAPEX Capital Expenditure

CDN Content Delivery Network

CE Computing Element

CERN European Organization for Nuclear Energy

CMOS Complementary Metal-Oxide-Semiconductor

CO2 Carbon Dioxide

CR-LDP Constraint-based Routing Label Distribution Protocol

DNS Domain Name System

DPM Disk Pool Manager

DSF Dispersion Shifted Fiber

DWDM Dense WDM

DXC Digital Cross Connect

ECR Energy Consumption Rating
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C. LIST OF ACRONYMS

ECRW energy Consumption Rating Weighted

EDFA Erbium Doped Fiber Amplifier

FDL Fiber Delay Line

FTTH Fiber To The Home

GHG Green House Gases

GLASS GMPLS Lightwave Agile Switching Simulator

GMPLS Generalized MultiProtocol Label Switching

GPON Gigabit-capable Passive Optical Network

GRASP Greedy Randomized Adaptive Search Procedure

HVAC Heating Ventilation and Air Conditioning

ICS Information and Communication Society

ICT Information and Communication Technologies

INFN Italian National Institute for Nuclear Physics

IEEE Institute of Electrical and Electronics Engineers

ILP Integer Linear Programming

IP Internet Protocol

IS-IS Intermediate System to Intermediate System

ISO International Standard Organization

ITU International Telecommunication Union

LCA Life Cycle Assessment

LSA Link State Advertisement

MEMS Micro-Electro-Mechanical Systems
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MILP Mixed Integer Linear Programming

MPLS Multi-protocol Label Switching

NE Network Element

NZ-DSF Not-Zero Dispersion Shifted Fiber

O-E-O Optical-Electrical-Optical

OADM Optical Add and Drop Multiplexer

OBS Optical Burst Switching

OCS Optical Circuit Switching

OPEX Operational Expenditure

OPS Optical Packet Switching

OSI Open Systems Interconnection

OSNR Optical Signal-to-Noise Ratio

OSPF Open Shortest Path First

OSPF-TE Open Shortest Path First with Traffic Engineering

OTN Optical Transport Network

OXC Oprical Cross Connect

PUE Power Usage Effectiveness

PLI Physical Layer Impairment

QoS Quality of Service

RSVP ReSource reserVation Protocol

RSVP-TE ReSource reserVation Protocol with Traffic Engineering

RWA Routing and Wavelength Assignment
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C. LIST OF ACRONYMS

SE Storage Element

SOA Semiconductor Optical Amplifier

TDM Time Division Multiplexing

TLV Type-Length-Value

UPS Uninterruptible Power Source

VLSI Very Large Scale Integrated

WC Wavelength Converter

WCC Wavelength Continuity Constraint

WDM Wavelength Division Multiplexing

WN Working Node

WSS Wavelength Selective Switch

XML eXtensible Markup Language
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