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Abstract The containment of power consumption and the
use of alternative green sources of energy are the new main
goals of telecommunication operators, to cope with the ris-
ing energy costs, the increasingly rigid environmental stan-
dards, and the growing power requirements of modern high-
performance networking devices. To address these chal-
lenges, we envision the necessity of introducing energy-
efficiency and energy-awareness in the design, configuration
and management of networks, and specifically in the design
and implementation of enhanced control-plane protocols to
be used in next generation networks. Accordingly, we fo-
cus on research and industrial challenges that foster new de-
velopments to decrease the carbon footprint while leverag-
ing the capacities of highly dynamic, ultra-high-speed, net-
working. We critically discuss current approaches, research
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trends and technological innovations for the coming green
era and we outline future perspectives towards new energy-
oriented network planning, protocols and algorithms. We
also combine all the above elements into a comprehensive
energy-oriented network model within the context of a gen-
eral constrained routing and wavelength assignment prob-
lem framework, and analyze and quantify through ILP for-
mulations the savings that can be attained on the next gener-
ation networks.

Keywords Energy efficiency · Energy-awareness ·
Energy-oriented network models · Power consumption
minimization · Carbon footprint minimization · Integer
Linear Programming

1 Introduction

The growing energy requirements for powering and cool-
ing the various devices enabling the up-to-date ICT infras-
tructures, together with the rising energy costs consequent
to the exhaustion of traditional fossil sources, are drawing
an increasing attention to the energetic aspects of ICT in
the modern world. In addition to the economic motivation,
there is also a strong environmental rationale for energetic
concerns. Electricity can be obtained by “dirty” primary en-
ergy sources (e.g. burning oil, gas), releasing in the atmo-
sphere large quantities of fine particles (aerosols) and green
house gases (GHG) contributing to pollution and climate
changes. Alternatively, it can be drawn from “clean” renew-
able sources (e.g. sun, wind, tide) that do not emit GHG
at all during the use phase.1 Both aerosols and GHG are
widely recognized as the major cause for global warming.

1GHG may be emitted during the construction phase; anyway, renew-
able energy sources are beneficial over their entire Life-Cycle [34].
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Fig. 1 Primary energy production and electrical energy generation
taxonomy [1]

Currently, about 30% of worldwide primary energy is spent
for producing electrical energy (with an average yield of
40%), and only a small share comes from renewable sources
(Fig. 1) [1].

It has been estimated that ICT worldwide energy con-
sumption amounts to 7% of the global electricity produc-
tion [1] and the energy requirements of data centers and net-
work equipment are foreseen to grow by 12% per year. Fur-
thermore, with the ever increasing demand for bandwidth,
connection quality and end-to-end interactivity, computer
networks are requiring more and more sophisticated and
power-hungry devices, such as signal regenerators, ampli-
fiers, switches, and routers.

These components tend to increase the energy needs of
global communication exponentially. Hence, it can be eas-
ily foreseen that in the next years the Internet will be no
longer constrained by its transport capacity, but rather by its
energy consumption and environmental effects [2]. In this
scenario, networking equipment consumes about 1% of the
total energy used for ICT, therefore it is important to keep
such component into consideration when analyzing sustain-
able strategies for cutting the energy use. In fact, the amount
of power spent worldwide for network infrastructures can
be globally quantified in the order of tens of gigawatt [1],
and hence limiting power consumption in networks is ex-
pected to significantly reduce the overall CO2 and particle
emission, so that the need for a greener, or—better—energy-
oriented Internet is rapidly becoming a fundamental politi-
cal, social and commercial issue.

At the state-of-the-art, miniaturization and ICT grow-
ing dynamics (i.e., Moore’s and Gilder’s laws [3, 4]) have
not had the expected counterpart in power consumption re-
duction in the networking scenario. Miniaturization has re-
duced unit-power consumption but has allowed more logic
ports to be put into the same space, thus increasing perfor-
mances and, concomitantly, power utilization. Furthermore,
the increased energy-efficiency may lead to decreased sup-
ply costs which may lead to augmented demand and con-
sequent higher overall consumes that overtake the gained
energy savings: a phenomenon called rebound effect (or

Jevons paradox/Kazzoom-Brookes postulate [5]). Thus, de-
spite architectural and semiconductor technology improve-
ments, power consumption of network devices is still grow-
ing almost linearly with bit-rate and traffic volume [1]. As a
consequence, the total power required per node is exploding.
It is hence necessary to adopt a systemic approach that com-
prises state-of-the-art technologies (i.e., energy-efficiency)
and new operation and management strategies (i.e., energy-
awareness) exploiting renewable energy sources, acting in a
cooperative fashion to achieve energy-oriented ICT. There-
fore, energy has to be considered as a novel fundamental
constraint for design, planning, and operations activities in
the networking environment as well as in the whole ICT sec-
tor.

The envisioned future technological innovations are pre-
sented here together with a holistic view of the research
challenges and opportunities that are foreseen to play an
essential role in the coming green era towards sustainable
(thus scalable) society growth and prosperity. Energy is con-
sidered as a novel additional constraint to design, plan and
operate in the ICT systems. The semantic network in Fig. 2
illustrates the energy-oriented paradigm where both effi-
ciency and awareness are used to achieve eco-sustainable
ICT. It is an effort to visualize a framework in which de-
crease the energy consumptions and GHG emissions in the
green Internet. The main factors that will drive this develop-
ment are reported, and a visual clue on how these elements
are connected with each other is given, helping to identify
their relations and co-operations. The paradigm will evolve
accordingly as new requirements and technological innova-
tions come into the arena. The energy-oriented paradigm is
depicted as an undirected graph, where a number of ele-
ments (nodes) and relations (edges) concur to build the com-
plete framework. The connected elements work together and
all the elements collectively contribute to achieve a holistic
systemic approach. The leftmost part represents the highest-
level elements, which control the rightmost lower level el-
ements that are part of the global envisioned solution. At
higher level, starting from the need to consider the energy
consumption as a new constraint, policy should drive the
changes both promoting virtuosos practices and discourag-
ing environmental unfriendly approach: cap and trade, car-
bon offset, carbon taxes and incentives are all viable ways
that governments are just starting to explore. In order for any
solution to be successful, it is necessary to study its whole
life cycle assessment, otherwise it may fall in the rebound
effect and get increased energy consumption and concomi-
tant GHG emissions. At lower levels, three main actors are
highlighted and discussed: a global distributed energy sys-
tem (Smart Grids), green data centers and networking.

In our envisioned framework, renewable energy (e.g. so-
lar panels) should be available in every power-consuming
site in an effort to provide each Internet service provider
(ISP)/data center with its own green energy source. Indeed
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Fig. 2 The semantic network
for the energy-oriented
paradigm in the green ICT era

through an initial capital investment (CAPEX) the organi-
zations that will employ this feature, will get reduced op-
erational costs (OPEX), reduced GHG emissions and re-
duced energy dependency (which in the near future will
mean financial survivability); besides, they may take advan-
tage of the establishing green policies. Following these con-
siderations, we envision a change in the way energy is pro-
duced and distributed. Energy production/consumption will
shift from a current (insufficient and fossil-based) central-
ized model in which few big plants give energy to a whole
geographic region to a distributed model in which a number
of small renewable energy plants are spread over the ter-
ritory (e.g. solar panels on the buildings roofs, mini-eolic
wind mills in the streets, etc.): at every site, energy will be
produced, exchanged, released when in excess and acquired
when needed. This change will be encouraged by a num-
ber of factors: the current worldwide energy shortages, the
rising costs of energy as fossil sources become scarcer, the
need for new alternative and renewable sources of energy
and the growing interests of governments and people into
eco-concerns. In the same way as the cap and trade system,
energy can be bartered and loaned without fees. Energy sup-
ply and demand may encounter reciprocally and exchanges
may happen between neighborhoods at different hours of
the day according to the different demands. The new model
will not replace the existing one, but will come alongside,
with the central system operating only when the renewable
sources are temporarily exhausted or not available at all. En-
ergy consuming facilities in the ICT sector will have access
to several sources of energy, and will be able to switch on
demand between the different energy sources dynamically

acquiring or releasing excessive produced green energy as
needed. In this direction, recent initiatives gathering major
energy operators and providers started to explore intelligent
and automated management of the future electricity distri-
bution networks (see e.g. smart grid initiative in US [6]).
To this extent, energy-awareness will become a fundamental
operational feature, which can be also applied to other indus-
trial sectors. We argue that this model can be extended to pri-
vate houses, business premises, university campuses, ISPs,
public buildings providing distributed green energy plants
that may produce, release and acquire electrical energy (as
well as cold and hot flows) from their neighborhood. Today
in fact the great need is not for more energy, but for better
energy utilization and wastes avoidance should be our pri-
mary objective. Data centers need to be cooled while office
rooms need to be warmed (at least for several months, de-
pending on the latitude). This supply/demand situation may
be exploited by properly exchanging warm and cold flows
between data centers and office rooms with both side ad-
vantages and without costs, with the enabling technology
being an intelligent GMPLS-like control plane. Energy will
change from a perceived cost to a revenue (re)source: sav-
ing energy reduces OPEX and produced green energy can
be traded making revenues. A case in point is that in south-
ern Germany the energy produced by photovoltaic panels
exceeds the demand and a way of storing or exchanging en-
ergy is strongly advised [7]. Also, Google’s 1.6 MW solar
installation is the largest in corporate America at the time
and recently Google has received the authorization to trade
energy [8]. Another promising initiative was initiated by the
administration of Iceland [9] that is promoting data centers
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placement near renewable energy plants. Industries and gov-
ernments that will move first will obtain the greatest benefits
from the new sustainable economy.

In data centers, energy-awareness can be considered from
users’ equipment to software and middleware level down
to hardware resources. In particular, from the user perspec-
tive, the ICT trend is moving towards a network-centric
paradigm, in which energy-hungry end-user equipment (e.g.
PCs) is being substituted by thin clients with low power con-
sumption and high-speed network connectivity (e.g. smart
phones and netbooks), notably incrementing the use of net-
work for connecting them to data centers and content de-
livery networks (CDN). If well managed, this evolution in
the form users connect to the Internet can be properly ex-
ploited to significantly decrease the power consumption of
both data centers and networking. Virtualization may play
an important role in moving computations from the client to
the server-side where data centers placed near renewable en-
ergy plants may execute the computations with lower carbon
footprint with respect to traditionally power consuming (al-
most idle) PCs. Increasing computing density to sites where
green energy is available will be the upcoming challenge
for data centers. This trend will further increase the use of
the network premises and consequently raise the need for
energy-aware ICT network paradigms.

As a very complex combination of heterogeneous equip-
ment, a network infrastructure has to be properly designed
and managed in order to achieve advanced functionalities
with a limited energy budget. Based on the state-of-the-art
technological scenario, to decrease energy consumption in
such networking infrastructures it is possible to operate on
three different dimensions of the problem, according to a
cross-layer approach:

• Including energy-efficiency as the key requirement for the
evaluation of technological advancements is the first fun-
damental step towards energy-oriented networking. New
devices that improve the performance of their predeces-
sors need to be compared with competing technology also
on their power consumption levels.

• Second, all the network designing, building, and oper-
ating actions have to consider energy as an additional
constraint for the success of an energy-aware networking
paradigm. Energy-awareness in network design is based
on the concept of deploying algorithms and protocols
that, taking into consideration the energy requirements,
minimize the aggregate power demand while satisfying
requirements for coverage, robustness and performance.
This implies the adoption of an intelligent control plane
together with the deploying of physical network topolo-
gies that aim at minimizing the number and the consump-
tion of devices that must always be powered on. Also, dy-
namic power management strategies designed to decrease
power consumption in the operational phase may intro-

duce positive effects for the environment and significant
cost savings. Accordingly, energy-aware logical network
topologies can be dynamically built by making maximum
usage of powered-on and highly connected devices ex-
ploiting as much as possible resource sharing by cleverly
reusing switching nodes and fiber strands.

• The final dimension is the introduction of energy-oriented
control plane protocols whose goal is to properly accom-
modate network traffic considering, energy-efficiency,
energy-awareness and renewable energy sources. Daily
and hourly fluctuations in user demands and green elec-
tricity availability may be considered across the involved
network infrastructures/areas, in such a way that the over-
all power consumption and GHG emissions can be opti-
mized. Accordingly, ILP formulations and heuristic meth-
ods can be introduced for calculating the routing infor-
mation subject to power consumption constraints, also
by taking into account the specific kind of energy source
(dirty or renewable) used for powering the traversed net-
work elements (NE).

Starting from the above operating dimensions, we present
a model for the energy consumption aimed at describing and
quantifying the savings that can be attained through con-
trol plane protocols that affect the route/lightpath choice
privileging renewable energy sources and energy efficient
links/switching devices. In this endeavor, we tied together
into a general constrained Routing and Wavelength Assign-
ment problem framework all the features needed by a com-
prehensive energy-aware network model. For both contexts
where information about the GHG impact of the energy
source is available and where it is not, we present Integer
Linear Programming formulations to characterize optimiza-
tion objectives and constraints in a formal and expressive
way, and finally discuss some simulation results, analyzing
the saving attainable.

2 Current approaches and research trends for
energy-oriented networks

In this section we describe the three aforementioned dimen-
sions of the cross-layer approach in network infrastructures,
critically discuss the major issues and provide the basic
grounds to our approach.

2.1 Evaluating technological advances for
energy-efficiency

Technological advances allow having more efficient net-
work devices that consume less and process more bits per
second, according to the “do more for less” paradigm. Such
solutions are usually referred to as eco-friendly. Currently,
the power requirement for electronic network devices is
scaling almost linearly with their total aggregate bandwidth.
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Fig. 3 Evolution of the bandwidth capacity and energy-per-bit consumption [1]

In particular, the energy-per-bit (measured in nJ/bit) de-
creased approximately by a factor of 100 in the last 10 years
while the bandwidth capacity has increased by a factor of
1000 in the same time frame, thus—assuming that the de-
mand almost equals the supply—the energy consumption
increment is in the order of 10 times more than 10 years ago
(Fig. 3). In other words, technological advancements fore-
seen by Moore’s law have not been fully compensated by
the same decrease in the energy-consumption.

The essential reason is that, despite the astonishing per-
formance improvements in terms of transmission and for-
warding capabilities observable today in networking de-
vices, the energy dedicated to the primary functions of rout-
ing and switching is not exploited in the best possible way.
The fundamental cause of energy consumption in network-
ing equipment is the loss effect experienced during the trans-
fer of electric charges, due to imperfect conductors and elec-
trical isolators. Here, the exact consumption rate depends on
the transition frequency and the number of gates involved,
together with fabrication features (such as architecture, de-
gree of parallelism, operating voltage, etc.). These values
can be improved by industrial advancements but only to a
certain extent, since there are physical bottlenecks inherent
in the electrical switching technology involved. Therefore,
traditional electrical networking can be considered as inad-
equate to support the emerging carbon footprint reduction
requirements. Indeed, the power consumption of the actual
electronic routing/switching matrix and line interface cards
is, quite surprisingly, almost independent from the network
load and can reach hundreds of kW for large multi-shelf
configurations [10, 11]. Experimental energy consumption
measurements [10] on several electronic routers show that in
current architectures almost one half of the energy consump-
tion is associated to the base system and up to another half
to the active line cards. The traffic load only affects power
consumption by a 3%; in other words, the energy demand

of heavily loaded devices is only about 3% greater than that
of idle ones. These results suggest that it is necessary to de-
velop energy-efficient architectures exploiting the ability of
putting into energy saving mode some subsystems (e.g. line
cards, input/output ports, switching fabrics, etc.) in order
to minimize energy consumption whenever possible. It has
been also demonstrated [12] how consumption depends on
the packets size and on the bitrates of the links. Traffic flows
characterized by bigger packets need less energy than those
made of smaller ones, due to the lower number of head-
ers that have to be processed. Analogously, a circuit-based
transport layer may reduce energy consumption with respect
to a packet-switched one (Fig. 4). Although routers require
more power when working at higher throughputs, if the per-
bit power consumption is considered, larger routers operat-
ing within the core consume less energy per-bit than smaller
ones located on the edge [13, 14], thus the power consump-
tion will be greater on the network edge and smaller within
the core, due to the higher traffic aggregation in the network
core with respect to the edge.

Besides offering huge data rates (theoretically up to 50
terabits per second in a single fiber [15]), limited distur-
bance, and low cost, optical communication technology re-
quires very low energy for the transmission of signal—light
pulses—over the optical fibers. Furthermore, wavelength di-
vision multiplexing (WDM) technology (sending several in-
dependent optical signals in the same fiber cable using dif-
ferent wavelengths—80 wavelengths devices are commer-
cially available) has dramatically increased the available
bandwidth and greatly reduced energy consumption (Fig. 4).
For comparison, an Optical Cross-Connect node (OXC)
with micro-electro-mechanical system (MEMS) switching
logic consumes about 1.2 W per single 10 Gb/s capable in-
terface, whereas a traditional IP router requires about 237 W
per port [1].
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Fig. 4 Comparison of the total power consumption vs the aggregated bandwidth for electronic (left) and optical (right) router/switch technolo-
gies [1]

Table 1 Energy/power consumption as function of the aggregated bandwidth

Router technology Energy Consumption Energy Scaling Power consumption (P )

Rate (ECR) Index (ESI) as function of the

aggregated bandwidth (B)

Electronic DXC 3 W/Gbps 3 nJ/bit P = 3 · B
Optical OXC with conversion 0.062 W/Gbps 0.062 nJ/bit P = 0.062 · B
Optical OXC w/o conversion 0.02 W/Gbps 0.02 nJ/bit P = 0.02 · B

ECR and ESI are different power consumption metrics that may be reduced to equivalent values, in fact it holds that: W/Gbps = (J/s)/(Gbit/s) =
J/Gbit = nJ/bit

Many reference metrics can be used when comparing
the energy consumption of networking equipment. The En-
ergy Consumption Rate (ECR) [16], targeted towards high-
end packet-based network and telecom equipment, defines
a testing methodology and expresses the energy consump-
tion per maximum throughput, typically Watt/Gbps. ECRW
is a similar weighted metric that also takes into account off-
peak and idle conditions. The Energy Scaling Index (ESI)
is a metric to compare the efficiency of switching devices;
the ESI corresponds to the switched aggregate bitrate of-
fered for each Watt of energy budget. In Table 1 we report
the mean energy/power consumptions for different router
technologies under several energy metrics derived from real
devices energy consumption values [1]. Electronic routing
devices need 150 times more power than optical ones to
route the same amount of traffic without wavelength conver-
sion (WC), and nearly 50 times more than optical devices
with WC. In electronic routers, an increase of 1 through-
put unit corresponds to an increase of 3 units of power con-
sumption; the same increase in an optical node performing
WC corresponds only to an increase of 0.062 units of power
consumption and to 0.02 units not supporting it.

However, as far as the optical signal still needs to be con-
verted into the electronic domain (such as in current opaque
optical network equipment) the power requirement will re-
main remarkably significant. Therefore, there is much room

for improvement towards entirely optical networks, where
most of the processing—ideally, all of it—is done at the op-
tical layer, with the associated energy savings. Nevertheless,
points of electronic processing are still necessary. At differ-
ent network levels (access, metro, and core) electronic pro-
cessing is required in order to aggregate low/medium band-
width client signals into higher capacity flows—a process
known as traffic grooming—and achieve high usage percent-
age of transmission links, reducing the required number of
active node ports. At network interface points, the electronic
level still seems to be desirable to maintain well distinct
and separated Service Level Agreements (SLA) responsi-
bilities between clients and operators. Furthermore, exhaus-
tive network monitoring is currently possible only by con-
verting and analyzing the signal into the electronic domain.
Complete optical signal regeneration (“3R” regeneration: re-
amplification, re-shaping, re-timing) is commercially avail-
able only by means of electronic energy-expensive process-
ing devices (typically 60 W per wavelength/channel). There-
fore, 3R regeneration should be avoided as much as possible
in planning, designing and managing new paths through-
out an optical infrastructure. On the contrary of 3R signal
regeneration, optical signal amplification (1R regeneration)
may be done entirely in the optical domain and should be
used to extend the reach of optical fibers without any elec-
tronic conversion. Thus, instead of using energy-hungry 3R
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regeneration, it is preferable to use optical amplifiers (ev-
ery 80–100 km) so that the other end of the fiber can be
reached without 3R regeneration, with optical add and drop
multiplexers (OADM) inserting and extracting client signals
when needed. Commercially available optical amplifiers are
mainly based on the erbium doped fiber amplifiers (EDFA)
technology, while semiconductor optical amplifiers (SOA)
are emerging as possible candidates to replace EDFA. Cur-
rently, EDFA are more performing (higher gain, lower in-
sertion loss, noise and cross-talk effects) than SOA but have
also higher energy consumption (respectively 25 W and
3 W). As SOA technology will evolve and reach EDFA per-
formance, SOA will become the default choice for achieving
low-energy optical signal amplification into future long haul
optical fibers. In addition to the use of low-power SOA, the
use of dispersion compensation fibers (DSF: ITU-T G.653,
NZ-DSF ITU-T G.655/656) instead of “simple” single mode
fiber (SMF: ITU-T G.652) will reduce the dispersion of the
optical signal traversing the fiber and reduce the number of
required optical amplifiers.

A research field related to optical networking promising
further power savings is optical logic. It consists in incorpo-
rating photonic functionality in silicon very-large-scale in-
tegrated (VLSI) circuits and it is considered a natural choice
for optical networks because it could provide the ability to
build optoelectronic systems with integrated control elec-
tronics. It is also argued that the energy cost of converting
data from the optical to the electronic domain and back is not
inherent to the fundamental physics of such conversions, so
that a properly designed integrated approach may help re-
duce this cost. However, optical logic remains challenging
and one of the toughest issues is power absorption. Opti-
cal logic would indeed lose much of its attractiveness if it
would consume more energy than regular silicon. Current
silicon CMOS devices operate with energies in the range
of femtojoules per operation and future transistors are ex-
pected to evolve towards capacitances of tens of attofarads
(and therefore energies of tens of attojoules for operation at
the expected voltage levels), and matching these values is a
demanding target for natively optical devices [17].

New ideas are also emerging in the evolution of core net-
working and the converged transport and Ethernet for car-
rier networks. Driven by high-definition video and network
computing, the bandwidth requirements are doubling every
18 months and Terabit Ethernet is forecasted to be needed
as early as in 2015–2017 [18]. The IEEE 802.3 Working
Group and ITU-T Study Group 15 have recently established
draft standards for 100 Gigabit Ethernet [19]. These will
call for the development of new optical transceivers, whose
power requirements have been constrained at an 80 W max-
imum power consumption and maximum temperature of
70°C. While technology and component reuse is already es-
tablished as a driver orienting decision about the next leap

in speed of Ethernet, power consumption issues does not
seem to have yet reached the same importance. The advent
of 100 Gb Ethernet will bring many advantages related to
the reduction of the required energy. In particular, the price
and power consumption of one 100 Gb interface will be sig-
nificantly lower than those of ten 10 Gb interfaces, and the
efficient use of the DWDM links will limit the recourse to
parallel links. However, the transition phase must be prop-
erly planned and managed. Not every operator will invest
into 100 GbE at the same time. Thus, it is important that
power awareness will be considered at all levels, according
to cross-layer optimization principia, to obtain immediate
benefits.

The choice of transport technology in access networks
may also be a strong enabler for energy-efficiency. At the
state-of-the-art, the vast majority of the energy consumption
can be attributed to fixed line access connections. Today,
access networks (“the last mile”) are mainly implemented
with copper based links and technologies such as ADSL
and VDSL, whose energy consumption is very sensible to
increased bitrates. The trend is to replace such technologies
with fiber infrastructure, especially in the emerging coun-
tries in which new installations are being deployed from
scratch. In access networks, the energy consumption scales
basically with the number of subscribers, so that the mas-
sive diffusion of fiber to the home (FTTH) in place of old
copper xDSL access links would have the dual benefit of
dramatically increasing the access bandwidth and decreas-
ing energy consumption. For comparison, a single ADSL
link consumes about 2.8 W, while using a gigabit-capable
passive optical network (GPON) as the access infrastructure
will reduce the consumption to only 0.5 W, an improve-
ment of about 80% for a potentially very high number of
users. Such ongoing replacement is moving the problem to
the backbone networks, where the energy consumption for
IP routers, driven by the ever increasing bandwidth require-
ment, is becoming a bottleneck [20, 21].

Estimating the global footprint accurately is in many
cases highly complex. The specific equipment density and
hardware integration, heat dissipation and power supply
specifications must also be kept in mind as fundamental
parameters for energy efficiency, when considering collat-
eral energy charges such as cooling and power conversion.
The Power Usage Effectiveness (PUE), defined by the Green
Grid [22], measures the efficiency of an ICT facility as the
ratio of total amount of power used by the facility to the
power delivered to the equipment, thus assessing the frac-
tion of energy consumption due to, e.g., the HVAC (Heating
Ventilation and Air Conditioning), the UPS (Uninterruptible
Power Supply) subsystems and the lighting facilities. A PUE
value of 2 is the current average, meaning that HVAC and
UPS double the energy requirements [13]. In this scenario,
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overcooling can be considered as the main collateral en-
ergy drain and further gains can be obtained by using com-
putational fluid dynamics and introducing contained cool-
ing strategies. The use of cold aisles ducted cooling or in-
rack cooling systems help to keep the volume of fluid being
cooled at a reasonable minimum. Outlet air can be vented
directly to the outside, or preferably reused for space or wa-
ter heating elsewhere in the building as required with the
consequent improvements in energy and carbon footprint.

The above issues become more and more significant
when a network is to be built from scratch or network up-
grade decisions need to be taken. In these cases, it is neces-
sary to choose equipment and network topology considering
not only performance and cost but also the energetic bud-
get: the usual trade-offs in capital (CAPEX) and operational
(OPEX) expenditures between design decisions will have to
be evaluated under an energy-efficiency perspective. The ef-
fort should be twofold: on one side, developing commer-
cially available all-optical devices that perform wavelength
conversion and 3R regeneration without the need of energy
expensive electronic devices; on the other side, planning the
network in such a way that 3R regeneration is not needed at
all.

2.2 Designing, building, and operating energy-aware
networks

Current network design, configuration and management
practices are based on deploying and maintaining infrastruc-
tures that are extremely reliable, provide performance that
enables competitive SLAs, and offer a set of features and
services that are attractive to a broad range of customers. To
accomplish these goals, network architects typically con-
ceive network infrastructures that are densely meshed, with
many redundant interconnections between nodes, so that
many alternative paths can provide multiple reachability op-
tions between geographically distant sites. Also, fair load
balancing has always been a predilection of network de-
signers and maintainers, because it increases the possibility
of putting new traffic into the network. Since the traffic de-
mand may not be known in advance, network operators need
to ensure that they have sufficient free capacity for any de-
mand that may reasonably emerge in the operating lifetime
of their infrastructure.

When designing the layout of large scale infrastructures,
it is desirable to find a good balance between the compet-
ing needs to avoid as many electrically-powered hops as
possible (to reduce the power consumption at intermediate
switching nodes or regenerators) and to not transmit data
over excessively long stretches, because it’s more energy-
expensive to move data farther. Furthermore, traffic dynam-
ics often present notably changes over time, resulting in dif-
ferent network usage between peak hours and the rest of the

day. In these cases, the network has to be dimensioned to
handle the maximum load, to satisfy the users’ demand in
peak hours, but the deployed connectivity resources risk to
remain under-utilized by a wide margin for most of the time,
giving rise to significant energy waste and unnecessary op-
erating costs. It should be considered that it is possible to
run only the part of the infrastructure that is really required
at any time. This is an opportunity that cannot be missed
and hence it is necessary to develop energy-efficient archi-
tectures exploiting the ability of selectively shutting down
some links or putting into energy saving mode some de-
vices or subsystems (e.g. switching fabrics, line cards, in-
put/output ports, etc.) in order to minimize energy consump-
tion whenever and wherever possible. Accordingly, adaptive
power management strategies designed to decrease power
consumption in the operational phase may introduce pos-
itive effects for the environment and significant cost sav-
ings, as a consequence of the reduced energy usage. Max-
imizing the reuse of energy-conservative transmission links
and powered-on, highly connected devices—in contrast to
spreading traffic on all the available switching nodes, fibers,
and paths—power consumption can be drastically reduced
by temporarily switching off unused devices and line cards.
Because such “sleep mode” strategy can be implemented
at different levels of granularity, the chosen scheme needs
to be very flexible and ensure the potential to save energy
as soon as few end-customers are disconnected. Nodes may
be put into sleep completely (per-node sleep mode) or par-
tially (per-interface sleep mode). However, we deem that a
drastic energy containment strategy such as per-node sleep
mode is too simplistic and its effectiveness on real world
network environments is questionable due to the undeni-
able impacts on the carrier-level network economy both in
terms of capital (making connectivity investments partially
useless) and operational expenditures (reducing the mesh-
ing degree and hence resiliency and traffic engineering ca-
pabilities). Furthermore, state-of-the-art consumer electron-
ics used in broadband infrastructures are typically designed
to enable maximum performance in an “always on” mode
of operation. By leveraging on hardware equipment similar
to those used in laptops, supporting fast “sleep” or “low-
power” modes, next generation networking devices will
have an outstanding opportunity to efficiently reduce their
power consumption when not in use. These may comprise
energy proportional computing techniques, meaning slow-
ing down CPU (Central Processing Unit) clock for inactiv-
ity periods or “simply” reducing execution speed for energy
saving purposes. Fast full-clock return procedures will be
needed in order to achieve the desired level of system re-
sponsiveness. Introducing these technologies in networking
hardware architectures will imply a shift from the “always
on” to the “always available” paradigm, where each device
can spontaneously enter a sleep or energy saving mode when
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it is not used for a certain time and quickly wakes up or re-
stores its maximum performance on sensing incoming traf-
fic on its ports. On the other hand, putting into sleep mode
at interface level may have some sense, in particular high
speed ones, since typical commercial off-the-shelf (COTS)
devices drastically improve their consumption when trans-
mitting at their maximum rates. However, the support of
sleep mode at the single interface or linecard level also re-
quires modifications to current router architecture and rout-
ing protocols. In fact, an interface put into sleep mode may
not respond to periodic hello messages of the routing pro-
tocol and be classified as “down”; consequent link state ad-
vertisement messages will spread along the network inform-
ing that the interface is down, causing stability problem to
the convergence of the routing (or spanning tree) algorithm.
For these problems, more than a static sleep mode, a per-
interface “wakeup on activity” or “downclocking” mecha-
nism [23] may be more viable and effective solutions. In the
first case, the transmission on single interfaces is stopped
when there is no data to send and quickly resumed when
new packets arrive. To do this, the circuitry that senses pack-
ets on a line is left powered on, even in sleep mode. This
mechanism can be implemented by introducing the concept
of Low Power Idle (LPI) [24], which is used instead of the
continuous IDLE signal when there is no data to transmit.
LPI defines large periods over which no signal is transmit-
ted and small periods during which a signal is transmitted
to refresh the receiver state to align it with current condi-
tions. Alternatively, the ability to dynamically adapt the link
rate according to the real traffic needs can be another effec-
tive technique to reduce power consumption (Adaptive Link
Rate, ALR). Operating a device at a lower frequency can
enable reductions in energy consumption for two reasons.
First, simply operating more slowly offers some fairly sub-
stantial savings. Second, operating at a lower frequency also
allows the use of dynamic voltage scaling (DVS) that re-
duces the operating voltage. This allows power to scale cu-
bically, and hence energy consumption quadratically, with
operating frequency [25]. The adaptive link rate speed con-
trol mechanisms [26] aims at dynamically adapting the link
speeds and interface behavior to the current network load
by using some specific thresholds. In [14] it is shown that
the energy consumption does not depend on the data being
transmitted but only depends on the interface link rate, and
hence is throughput-independent. In particular, faster inter-
faces require lower energy per bit than slower interfaces,
although, with ALR, slower interfaces require less energy
per throughput than faster interfaces, due to the higher fixed
power consumption of faster interfaces circuitry. In such a
context, circuit over-provisioning may lead to decreased op-
erational costs (OPEX) at the expense of increased capital
expenditures (CAPEX), i.e. a network interface may be pro-
visioned with different circuits, say a low and a high speed

one, and may switch between one or the other according to
the required data throughput. It is also observed that for cur-
rent technologies the energy/bit is the same both at 1 Gbps
and 10 Gbps, meaning that the increase in the link rate has
not been compensated at the same pace by a decrease in
the energy consumption. After long discussion about which
technology between ALR or LPI should be introduced into
the Energy Efficient Ethernet (EEE), the IEEE 802.3 EEE
Study Group chose in favor of LPI to reduce the energy con-
sumption of a link when no packets are being sent. In [23]
the LPI with packet coaliscing was used to improve the ef-
ficiency of EEE while keeping the introduced packet delays
under tolerable bounds.

In addition, resiliency to failures can be very energeti-
cally inefficient when implemented through the provision
of 1 + 1 protection, since usually equipment stays always
turned on for fast failure recovery, but is used very rarely—
only when a failure occurs. Several alternatives to this stan-
dard scheme may reduce the energy consumption induced
by protection. For example, resiliency can be provided with-
out having redundant equipment stay in the fully operating
state all the time, but rather keeping it down-clocked with
fast wake-up capability, taking care that it is compatible with
industry-standard path/span protection switch times (50 ms).

2.3 Energy-oriented control plane protocols

By considering the problem from the perspective of the top-
most layers, it can be envisioned that the future green net-
work will be based on a highly adaptive and reconfigurable
transparent optical core. Several optimizations can be per-
formed according to a “cross-layer” approach, whereby is-
sues arising at the physical layer (e.g., energy consumption)
can be handled at higher layers (typically within the con-
trol plane), through appropriate routing and signaling prac-
tices. Introducing energy-awareness in the network control
plane is based on the concept of placing network traffic over
a specific set of paths (and hence sequences of nodes and
communication links) so that the aggregate power demand
is minimized while end-to-end connection requirements are
still satisfied. Every time a new path is established between
any pair of nodes, traffic between these nodes will be routed
on it as if in presence of a direct “virtual” connection be-
tween them, by creating the abstraction of a logical net-
work topology on top of the physical one. Energy-oriented
logical network topologies can be dynamically built by op-
timizing the choice of energy sources in such a way that
renewable sources are preferred when available, possibly
with a trade-off between path length and carbon footprint.
In fact, network elements may have dual power supply: the
always available power coming from dirty energy sources
and the not always available power coming from green en-
ergy sources. Consider, for instance, the availability of en-
ergy produced by solar panels; it is strongly correlated with
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Fig. 5 The energy-oriented network infrastructure

the time of the day, since it is known that no energy will be
produced during the night and that some energy is expected
to be produced during the day. Such knowledge should be
included in the control plane algorithms for energy-aware
routing, signaling and resource allocation, implementing an
automatic follow the sun paradigm. As another example,
we can imagine some equipment powered by wind energy
where power supply is a pseudo-random process depend-
ing on the availability of wind. Due to the inertia of the
power generating mechanisms and batteries, a drop in the
wind power does not result immediately in a power genera-
tion drop. Hence, if wind stops, it is possible to reconfigure
the network dynamically, to consider the new distribution of
available clean energy and re-optimize its carbon footprint.
Differently from the case of the daylight, whose duration
is known in advance, a decrease in wind strength is much
more unpredictable and the warning time is shorter. This
should be only handled with adaptive and efficient rerout-
ing mechanisms implemented within the network core. For
this reason, it is necessary to develop novel routing schemes
and resource allocation mechanisms that take advantage of
the early notification of the forecast power variation of clean
sources with time-varying power output [10]. Furthermore,
another interesting perspective in energy-aware networking
comes from linking traffic routing to the different avail-
able electricity prices, dynamically and continuously mov-
ing data to areas/devices when and where electricity costs
are lower.

Energy-awareness may be implemented at the applica-
tion layer, e.g. in an energy-aware DNS (Domain Name Sys-
tem), bringing advantages both to data centers and network-
ing. As an example, a content distribution network (CDN)
is made up of several data centers located in several dis-
tant sites (e.g. Europe and US). Usually, each data center
contains replicated data for security and load balancing pur-
poses. So, large bursts of data have to be transferred be-
tween the sites. Among the different possible paths, the
most energy-efficient ones may be chosen for transferring
the data. Similarly, users’ requests to access the CDN con-
tents may be redirected to the current lowest carbon foot-
print data center by the energy-aware DNS constrained on
the current energy supplies. These concepts are illustrated
in Fig. 5, in which the following scenario is depicted. The
WAN core network is a dynamically reconfigurable trans-
parent WDM network and the access network is based on
an energy-efficient passive optical network. The data cen-
ters sites 10.10.0.1, 10.10.0.2, 10.10.0.3 are part of the same
CDN and data is mirrored among them with high-speed data
transfers through the optical core using lightpaths (not rep-
resented here) chosen by an energy-aware routing proto-
col. Some data centers and routers are equipped with dual
power supply (in sites where renewable energy source are
available): the green energy source and the legacy always-
available fossil-based energy source. The control plane is
aware of the type of energy source that is currently pow-
ering routers and servers. When the green energy source is
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temporarily not available or the accumulated energy in the
batteries is exhausted (for example because night has fallen
or the wind has stopped), the UPS at the site switches to the
fossil-based power supply without any energy interruption.
Within data centers, a subset of servers is automatically put
into sleep mode when the current load allows it. In the core
and access networks, the unused network interfaces and the
corresponding links and amplifiers/regenerators are dynam-
ically put into sleep mode using an energy-aware control
plane. Following a planning stage, end users premises are
connected to two access points (or two line cards of a single
access point), such that one access point (or one line card)
can go to sleep mode as soon as a suitable number of clients
are turned off and require no network activity. When a user
(top-left corner) needs to download a file from the CDN, a
query is made to a green DNS server that knows how the
CDN servers that hold the desired file are currently pow-
ered up: server 10.10.0.1, although provided with the dual
power supply, is currently powered up by the fossil-based
energy plant because it is night; server 10.10.0.2 is using ex-
clusively electricity generated by a coal power plant, while
server 10.10.0.3 is currently powered up by clean energy and
hence its IP address is returned by the DNS server. In this
way, a paradigm shift towards energy-oriented networks and
data centers is capable of sustaining the growing traffic rates
while limiting and even decreasing the power consumption.

In order to support all the above adaptive behaviors,
energy-related information associated to devices, interfaces
and links need to be introduced as new constraints (in ad-
dition, for instance, to delay, bandwidth, physical impair-
ments, etc.) in the formulations of dynamic routing algo-
rithms and heuristics. Down-clocking or enhanced sleep
mode features should be handled as new features in the net-
work element status that need to be accounted for at both
the routing and traffic engineering layer, and such infor-
mation must be conveyed to the various network devices
within the same energy-management domain. This clearly
requires modifications to the current routing protocols and
control plane architecture. For example, the existing rout-
ing (OSPF-TE, IS-IS) and signaling (RSVP-TE, CR-LDP)
protocols within the GMPLS traffic-engineering framework
may be extended to include energy-related information such
as the power consumption associated to a specific link and
the type of energy source currently used by the entire de-
vice. This can be easily accomplished by introducing new
specific type-length-value (TLV) fields in IS-IS or opaque
Link State Advertisements (LSA) in OSPF. Analogously,
the same information has to be handled by signaling pro-
tocols such as RSVP-TE and CR-LDP to allow the request
and the establishment of power-constrained paths across the
network (i.e., path traversing only nodes powered by renew-
able energy sources or crossing only low-power transmis-
sion links).

However, in many cases, the carbon footprint improve-
ments may be achieved at the expense of the overall net-
work performance (e.g. survivability, level of service, sta-
bility, etc.), which can in turn be compensated through over-
designing (increase of CAPEX) or over-provisioning (in-
crease of OPEX). This implies that the new routing algo-
rithm empowering the energy-aware control plane should be
driven by smart heuristics that always take into account the
trade-off between network performance and energy savings.
In fact, by putting equipment or components that consume
energy into a low energy consumption mode (e.g., nodes,
line cards, links), or creating traffic diversions driven by rea-
sons different from the network load, we implicitly reduce
the network available capacity and hence paths tend to be
longer and/or more congested, decreasing the overall trans-
mission quality.

3 Modeling a cross-layer energy optimization
framework for wavelength routed optical networks

Starting from the above considerations, we propose the in-
troduction of energy-awareness into control plane protocols
whose goal is to properly condition all the route/lightpath
selection mechanisms on relatively coarse time scales by
privileging the use of renewable energy sources and energy
efficient links/switching devices, simultaneously taking ad-
vantage from the different users demands across modern
wavelength routed network infrastructures, in such a way
that the overall power consumption can be optimized. In do-
ing this, we tried to combine, on each involved layer, all
the notable features that a comprehensive energy-aware net-
work model should have and put them together into a gen-
eral constrained routing and wavelength assignment prob-
lem framework. Such problem has been modeled through
integer linear programming to better characterize its formu-
lation in terms of optimization objectives and constraints.
Clearly, the ILP formulation, while effective in its formal-
ism and descriptive power, is inherently static and hence
implies a-priori knowledge of the entire traffic matrix to be
solved at optimum; furthermore, the RWA ILP can be re-
duced to a single-commodity NP-complete problem. Any-
way, for each real implementation perspective we need to
assume that each node is capable to interact and cooperate
with its neighbors by using a GMPLS or ASON-like control
plane intelligence, enabling the exchange of the aforemen-
tioned energy-related information.

3.1 Basic modeling choices and assumptions

Defining a sustainable and effective model for energy con-
sumption is the essential prerequisite for introducing power
awareness within the wavelength routing context. A broad
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Fig. 6 Power consumption
functions for various size
electronic routers

variety of devices contribute to power adsorption in a
WDM network: OADM, regenerators, amplifiers, “opto-
electronic” and totally optical routers and switches. Each of
these devices draws power in a specific way, which may also
depend on the relationship between different devices or the
components of more complex structures such as switches.
In addition, NEs may be powered either by green or dirty
energy sources statically assigned to each at the network
topology definition time, therefore a differentiation between
energy sources is required at the control plane level. In or-
der to formally characterize the energy consumption of net-
work elements we propose a comprehensive analytic model
based on real energy consumption values and in line with the
theoretical grow rate predictions encompassing new energy-
aware architectures that adapt their behavior with the traffic
load in order to minimize the energy consumption. Such
an energy model characterizes the different components
and sub-systems of the network elements involved. It pro-
vides the energy consumptions of network nodes and links
of whatever typology and size and under any traffic load.
The efforts in the developing of such an energy model have
been focused on realistic energy consumption values. For
this scope, the energy model has been fed with real val-

ues and the energy consumption behavior of NEs has been
crafted in order to match with the state-of-the-art architec-
tures and technologies. At this extent, future energy-efficient
architectures with enhanced sleep mode features have been
considered and implemented in the energy model. The en-
ergy model is based on a linear combinations of energy con-
sumption functions derived from both experimental results
[1, 10, 13, 26, 27] and theoretical models [6, 28]. Besides,
following the results reported in [13, 29, 30], the power con-
sumption has been divided into a fixed and a variable part;
fixed part is always present and is required just for the device
to be on; variable part depends on the current traffic load on
the device and may vary according to different energy con-
sumption functions. We chose [31] a linear combination of
two different functions (logarithmic and line functions) and
weighted them depending on both the type of traffic and
the size of the NE, in order to obtain a complete gamma of
values and thus adapting its behavior to the most different
scenarios. In particular, in our energy model we managed to
obtain that larger routers consume less energy per bit than
the smaller routers (Fig. 6), as reported in [13, 14] and that
electronic traffic consumes more energy per bit that optical
traffic (Fig. 7), as reported in [1, 29]. Wavelength conversion
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Fig. 7 Power consumption
functions for electronic and
optical routers

and 3R regenerations have a not negligible power consump-
tion, which is accounted for in the model. Finally, links have
an energy consumption that depends on the length of the
fiber strands and thus on the number of optical amplification
and regeneration needed by the signal to reach the endpoint
with an acceptable optical signal-to-noise ratio (OSNR).

The power consumption functions of three routers of dif-
ferent sizes are reported in Fig. 6. Each router may support
different types of traffic, each defined by a different curve
(Fig. 7). In the example, the thicker lines represent the power
required by a given type of traffic (e.g. electronic traffic).

We can observe that, according to our model, the larger
the router, the larger the total energy consumption, as the
fixed part notably contributes to (half of) the energy con-
sumption. But if we focus only on the variable power con-
sumptions, we observe that, for example, a traffic load of
2 Tbps, requires as much as 3 kW in the smaller router,
about 1.5 kW in the medium one and just 1 kW in the larger
router. In this way, we managed to obtain that greater routers
consume less energy per bit than smaller ones, as reported
in [13, 14]. Note also that the overall energy consumption
scales linearly with the size of the router and that half of the

energy consumption is due to the fixed part and the other
half to the variable part, according to literature source [10].

In detail, at the basis of our model we consider wave-
length-routed networks and, for the sake of generality, light-
paths that may have different bitrates (i.e., different band-
width requirements, according to the particular SLA on the
QoS of each client). The power required for transporting one
lightpath will vary with its bitrate, so we consider as traf-
fic unit the bps (bits per second). Network nodes may be
electronic routers (digital cross connects, DXC) or optical
switches (optical cross connects, OXC) connected by fiber
links with up to λ wavelengths on each. The network is rep-
resented (Fig. 8) as a multigraph G = (V ,E) with |V | = N

nodes and |E| = M edges (one for each wavelength λ in the
optical layer).

We assume that the traffic is unsplittable, i.e. a traffic
demand is routed over a single lightpath. In addition, we
explicitly considered the influence of traffic on power con-
sumption by using realistic data for traffic demands, network
topologies, link costs, and energy requirements of single net-
work elements. Specifically, the amount of power consumed
by the NEs depends on the type of device and on the type
and load of traffic that it is currently supporting (e.g. an
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Fig. 8 Schematic representation of the network model with the elec-
tronic (E) and optical (O) layers

OXC may support transparent optical traffic with or with-
out WC). Even though the energy consumption of current
node architectures does not scale with traffic (the energy
demand of heavily loaded devices is only 3% greater than
that of idle ones [10]), energy-aware architectures that adapt
their performances to the traffic load lowering the power re-
quirement under low traffic loads are strongly advised and
are being designed [29]. Consequently, we assume that the
power consumption of the NEs, i.e. both network nodes and
links, consists of two factors. When turned on, a NE con-
sumes a constant amount of power depending on the router
size and technology (measured in J/s = W) and indepen-
dent on the traffic load (fixed power �). The second factor
(proportional power ε) consists of an amount of power pro-
portional to type and quantity of the traffic load (measured
in nJ/bit or, equivalently, in W/Gbps). The overall power
drained by the WDM network is thus given by the sum of
the fixed and proportional powers of the NEs subject to the
current traffic load and varies with the routing of the con-
nection requests. This implies that, as the NEs are always
turned on, the routing optimization process works “only”
on the proportional power. The power consumption func-
tions of an electronic and an optical router are reported in
Fig. 7 (optical router values not in scale). Three types of
traffic are represented: (1) electronic traffic in the electronic
router and (2) optical traffic with and (3) without WC in the
optical switches. The Table 2 reports the types of network
element and the corresponding supported traffic types. Note
that each type of traffic accounts for different power con-
sumption when traversing NEs, as explained in the follow-
ing. We observed that the electronic traffic grows quickly
with respect to the optical traffic and that, among the optical
traffic, the WC actually consume a not negligible quantity
of energy. As the power consumption functions are obtained
by linear combinations of the logarithmic and the line func-
tions, the complete gamma of slopes can be represented by
the actual curves.

We also assume that all the nodes have the possibility to
convert wavelengths, either in the electronic or in the opti-
cal domain, depending on their technology. In the electronic

Table 2 Traffic supported by the devices

Type of device (NE) Type of traffic

Electronic routera Electronic

Optical switchb with WC capability Optical (with or without WC)

Optical switchb without WC capability Optical (without WC)

Fiber optic Optical (without WC)

Optical amplifier Optical (without WC)

3R regenerator Electronic

aDXC
bOXC

domain, the full range of operations is supported: wave-
lengths routing/switching, wavelengths add/drop, WC, 3R
regeneration; in the optical domain the operations supported
are the transparent wavelength switching/pass-through and
the WC.

3.2 Energy-aware routing and wavelength assignment

In this section, three ILP formulations of the problem of
energy-aware RWA in WDM networks with dual power
sources are given, with different objective functions. First,
the problem of minimizing the overall GHG emissions
(MinGas-RWA) is presented. Next, the problem of mini-
mizing the overall network power consumption (MinPower-
RWA) is discussed. Finally, to obtain a reference for compar-
ison, a minimum cost RWA (MinCost-RWA)—i.e., energy-
unaware RWA—is derived and used. These formulations ex-
tend our previous work [32] to comprise the connection re-
quirements on the guaranteed bandwidth (lightpath bitrate)
thus supporting lightpath with different bitrates, and to prove
its effectiveness against the well-known NSFNET network
topology. In Table 3 we report the problem statements of the
three ILP formulations and in Table 4 the associated nota-
tion; note that the three ILPs have the same inputs and con-
straints, but different objective function.

3.2.1 Energy-aware RWA at minimum GHG emissions
(MinGas-RWA)

The energy-aware RWA in WDM networks with dual power
sources (MinGas-RWA) is formalized as an ILP problem.
The objective is to route the requested lightpaths so that the
overall network GHG emissions are minimized. Only NEs
powered by dirty energy sources emit GHGs, whilst NEs
powered by green energy sources do not emit any GHG at
all. The ILP problem can be mathematically formulated as
follows.

The objective function for MinGas-RWA is:

Minimize DCG(V,E) + log TCG(V,E) (1)
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Table 3 Problem statements of the three ILP formulations

Schematic view

Given

(1) the physical network topology comprising routers and links, in which links have a known capacity and cost,a

(2) the knowledge of the average amount of traffic exchanged by any source/destination node pair,

(3) the maximum link utilization that can be supported (wavelength link capacity),

(4) the energy model (power consumption of each link and node),

(5) a set of k candidate paths (routes) between any source/destination node pair,

Find

the routes that must be used

In order to

[MinGas-RWA] [MinPower-RWA] [MinCost-RWA]

minimize the total GHG emissions, and, as
secondary objective, the minimization of the total
power consumption,

minimize the total power consumption, and, as
secondary objective, the minimization of the total
installation cost,

minimize the total installation cost,b

Subject to

traffic demand volume constraint, maximum link utilization constraint.

aThe cost, the wavelength conversion and the 3R regeneration are considered in the selection phase of the k candidate paths (routes) between the
source/destination node pairs, though they will have different cost impacts on the problem
bit is assumed that the installation cost is proportional to the number of wavelengths required and to the length of the chosen lightpaths

Subject to the following constraints:
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The objective (1) is the minimization of the network
power consumption DCG(V,E) due to the network elements
powered by dirty energy sources (as we want to minimize
GHG emissions) and—among the solutions at minimum
power consumption—the minimization of the total power
consumption of the network DCG(V,E). Equation (2) sets
the power consumption of the network elements in G(V,E)

due only to dirty power sources, whilst (3) indicates the to-
tal power consumption of the network elements in G(V,E)

evaluated in the energy model. Constraint (4) selects the
routes for the lightpaths among the k pre-computed ones
and assures that the whole traffic demand matrix is satisfied.
Constraint (5) ensures that the maximum number of light-
paths passing on a link does not exceed the number of avail-
able wavelengths on that link. Constraint (6) imposes the in-
tegrality of the ILP problem by forcing integer values for the
variables wsd,k,b . Note that the fixed power consumptions in
(2) and (3) are reported only for completeness sake but they
are not involved in the optimization process (as sleep mode
is not considered, the optimization is realized only on the
variable energy consumptions).
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Table 4 Summary of the notation used for the ILP model

Input parameters Meaning

G(V,E) directed graph representing the physical network topology; V set of vertices that represent the network nodes; E the set of
edges that represent the network links; |V | = N, |E| = M . Each network link has a different (maximum) bitrate (i.e., bandwidth
capacity);

aij number of wavelengths available on link (i, j);

bij bandwidth capacity of link (i, j);

�ij length of link (i, j) (in km);

� maximum length of links without need of amplification (in km);

t sd,b number of lightpaths to be established from s to d with required bandwidth b ∈ B; bandwidth ranges from 54 Mbps (1 OC-unit)
to 40 Gbps (768 OC-units); OC-units = {1,3,12,24,48,192,768}; {t s,d }s,d∈V is the traffic matrix;

πsd,k,b k-th pre-computed routea from s to d satisfying the bandwidth requirement of b bps;

ρsd,k,b the geographical length of route πsd,k,b (in km);

�n fixed power (W) of node n;
ε
t1
n proportional energy (nJ/bit) for transporting one bit of transparent pass-through traffic at node n;

ε
t2
n proportional energy (nJ/bit) for transporting one bit of opaque pass-through traffic at node n (e.g. 3R regeneration or opaque

wavelength conversion);

ε
t3
n proportional energy (nJ/bit) for add/drop one bit at node n;

�ij fixed power (W) for devices in link (i, j), (e.g. optical amplifiers);

δij proportional energy (nJ/bit) for transporting one bit through link (i, j); it is assumed that each device (e.g. OA) on the same
link (i, j) has the same fixed and proportional consumptions;

x
sd,k,b
n identify the presenceb of O/E/O conversion at the node n:

x
sd,k,b
n =

⎧
⎨

⎩
1 if n ∈ πsd,k,b and πsd,k,b undergoes O/E/O conversion at node n

0 if n /∈ πsd,k,b or πsd,k,b transparently passes through node n

gn identifies the presence of dirty energy source at node n:

∀n ∈ V,gn =
⎧
⎨

⎩
0 if node n is powered by a green energy source

1 if node n is powered by a dirty energy source

hij identifies the presence of green energy source at link (i, j):

∀(i, j) ∈ E,hij =
⎧
⎨

⎩
0 if link (i, j) is powered by a green energy source

1 if link (i, j) is powered by a dirty energy source

Variables Meaning

wsd,k,b integer, indicates the number of lightpaths using route πsd,k,b (on the same route there may be several lightpaths using different
wavelengths);

TCG(V,E) indicates the total power consumption of the NEs in G(V,E) evaluated in the chosen traffic model;

DCG(V,E) indicates the power consumption of the NEs in G(V,E) due only to dirty power sources.

aIn this ILP formulation, a set of pre-computed routes is used for routing the demand lightpath in order to reduce the time complexity, leading to a
sub-optimal solution of the ILP. The k paths satisfy the requirement on the bandwidth (b bps) since they are found by the bandwidth constrained
k-shortest paths algorithm.
bNote that 3R regeneration and opaque wavelength conversion are implicitly considered in this matrix and this information will be used in the
power consumption calculus

3.2.2 Energy-aware RWA at minimum power consumption
(MinPower-RWA)

The objective of the MinPower-RWA problem is to mini-
mize the overall power consumption regardless of the energy
sources types and, thus, of the GHG emissions. The set of

the input parameters is the same as the MinGas-RWA prob-
lem except for the gn and hij vectors which are no longer
necessary; also, an additional constant ξ is considered,

ξ : 0 < ξ ·
(

∑

n∈V

�n +
∑

(i,j)∈E

�ij

)
< 1 (7)
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The mathematical formulation of MinPower-RWA is the
same as above, with a different objective function:

Minimize TCG(V,E) + ξ ·
∑

sd,k,b

wsd,k,b · ρsd,k,b (8)

and taking (3) (4) (5) (6) as constraints.
The objective function (8) is the minimization of the

total network power consumption due to fixed and pro-
portional power consumed by all the devices installed in
the network, and—among the solutions at minimum power
consumption—the minimization of the installation cost.

3.2.3 Minimum Cost RWA (MinCost-RWA)

The objective of the MinCost-RWA problem is the minimiza-
tion of the installation cost regardless of the NEs energy con-
sumptions and GHG emissions. It will try to aggregate as
much lightpaths as possible while minimizing their physical
lengths. The objective function in this case is:

Minimize
∑

sd,k,b

wsd,k,b · ρsd,k,b (9)

and the constraints are those of (4) (5) (6).

4 Model evaluation

In this section, we analyze the model effectiveness through
ILP optimizations exploiting minimum power consumption,
minimum GHG emissions and mínimum installation cost
through simulation on the well-known NSFNET network
topology. The obtained results have been briefly discussed
to show the potential benefits achievable through the pre-
sented cross-layer optimization approach.

4.1 The proof of concept simulation environment

We used the NSFNET core optical network with 14 nodes
and 21 bidirectional fiber links each with 16 wavelengths.
Simulations were performed under different power distri-
bution systems, with green energy sources powering 25, 50
and 75% of the NEs and randomly generated traffic matri-
ces. Connection requests are fully satisfied, i.e., the block-
ing probability is kept strictly null. To solve the ILP prob-
lems the CPLEX software tool was used on an Intel® Xeon®

2.5 GHz dual processor Linux server. The available mem-
ory (physical RAM + swap area) amounted to 16 GBytes.
To reduce the notable requirements in terms of computa-
tional and memory resources, we first bound the problem
dimension by restricting the paths’ alternatives to a static
set of k pre-computed routes, obtained by using a tradi-
tional K-SPF algorithm and hence satisfying the traditional

network management objectives without considering any
energy-related information. Secondly, we limited the depth
of the branch-and-bound/cut algorithms after calculating a
pre-definite number of integer solutions. While such simpli-
fication techniques are certainly useful to contain the com-
putational burden, the solution they produce is an approxi-
mation of the actual optimal (in terms of power consump-
tion) virtual network topology built on the available physi-
cal infrastructure. However in these cases the ILP approach
maintains its added value, as far as the approximated solu-
tions can be close to the exact one. Some of the selected
paths would probably not be the best ones, but the resulting
power savings could be substantial without significant losses
on the other optimization objectives.

4.2 Results and discussion

The energy consumption (during 1 year time period) result-
ing from the three ILP RWA strategies with 50% of the NEs
powered by green energy sources is reported in Fig. 9. As
expected, the MinCost-RWA is the most energy consuming
strategy, whilst the MinPower-RWA is the best strategy as
for the energy consumption, but the best one as GHG emis-
sions is the MinGas-RWA. Anyway, the difference in en-
ergy consumption between the latter two strategies is lower
than 14% in the worst case. This result was somehow ex-
pected, as the minimum power RWA strategy attempts to
save as much energy as possible regardless of the sources
of energy, whereas the minimum GHG emissions may route
the lightpaths on longer—thus, more energy consuming—
paths but preferring those NEs that are powered by green
energy sources. At low loads, MinGas-RWA attempts to use
only green-powered nodes, at the expense of possibly choos-
ing longer paths. The effect of these suboptimal choices is
visible at higher loads, when the overall energy consump-
tion rises more steeply that of MinPower-RWA. This be-
comes relevant at network loads as high as 70%, whereas
in the 30%–70% operating range the savings achieved by
MinGas-RWA with respect to MinCost-RWA remain consis-
tently substantial. As for the energy consumption, compared
with MinCost-RWA, MinGas-RWA saved an average of 18%
of energy while MinPower-RWA reached savings up to 30%
of the overall energy consumption.

Besides the saving in energy consumption, MinGas-RWA
achieves to save also considerable quantity of CO2. For a
medium loaded network (50% of routed lightpaths), where
one half of the NEs are powered by green power plants
and the other half are powered by fuel-based power plants,
MinGas-RWA strategy saves an average of 37,500 kg of CO2

per year (see [1] as a reference value for the emitted CO2).
In Fig. 10, we compared the estimated CO2 emissions

with the three strategies at different network loads, where
one half of the NEs are powered by green energy sources and
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Fig. 9 Network energy
consumption vs traffic load with
the three ILP strategies

Fig. 10 Network CO2
emissions vs network load with
the three ILP strategies

the other half by fuel-based power plants. As can be seen,
at low loads the MinGas-RWA strategy achieves prominent
CO2 savings (only about 33% of CO2 were emitted with re-
spect to MinCost-RWA and about 50% relative to MinPower-
RWA), whilst, as the network load increases, the difference
between the MinGas-RWA and the MinPower-RWA strate-
gies decreases, because at higher loads it becomes more
and more difficult to satisfy the demand without resorting
to dirty-powered nodes. In other words, at high loads, min-
imizing the overall power consumption implicitly leads to
the minimization of the concomitant CO2 emissions, while
at midrange loads the CO2 savings induced by MinGas-RWA
are significant.

We also explored the power consumptions when differ-
ent lightpath bitrates are considered. In the simulation, the
network load was kept constant (at 50% of its maximum ca-
pacity) while connection requests with different bandwidth
requirements (bitrates) are generated, ranging from many
low-speed connections to few high-speed ones (Fig. 11). As
a general trend, we observe that—though the traffic load is
constant—higher bitrates are associated with higher power
consumptions. This behavior is due to the fact that smaller
connections have more possibilities to be routed over less
energy-demanding routes than larger ones which are instead
more likely to be routed over high capacity network routes.
MinCost-RWA power consumption grows quite linearly with
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Fig. 11 Network power
consumption with different
lightpath rates (constant traffic
load at 50%)

the increasing of the lightpath bitrates, whilst the MinGas-
RWA and, above all, the MinPower-RWA exhibit a more con-
stant behavior: thanks to the energy-awareness of such ILPs,
they are able to accommodate more profitably the connec-
tion requests, even if also in these strategies an increase in
the power consumption is still observed due to the lower eli-
gible routes. We also note that the MinCost-RWA power con-
sumption is always higher than with the other two strategies
even at higher bitrates, showing that the energy-awareness
may help to substantially compensate the higher energy con-
sumption due to higher bitrates.

Finally, we have analyzed the dependency of the power
consumption from the actual values of the fixed and vari-
able components of the power draw by an interface, ex-
pressed as a function of the link rate at which the interface
operates. Note that, since a (unidirectional) link is attached
to each interface, the set of links E in the aforementioned
network graph representation G(V,E) actually coincides
with the set of interfaces. Each interface has its own native
speed: ∀i ∈ E,vi ∈ R = {10 Mbps, 100 Mbps, 1000 Mbps,
10000 Mbps} represents the native link rate of interface i.
If the link rate is fixed, the power draw of an interface will
depend mainly on the link rate, with minor variations due
to architecture, circuitry, and components. When using an
ALR, instead, the power consumption of an interface i de-
pends not only on the working link rate ri but also on the na-
tive link rate vi . In other words, a given throughput td results
in different power consumption depending on the interface
native link rate vi : in this case, slower interfaces consume
less power than faster ones for the same throughput td , even
if they work at the same rate ri . This result, quite surprising
if we consider that slower interfaces consume more energy
per bit than faster ones, may be explained by considering the

different technologies adopted for reaching higher link rates
(mainly based on advanced modulation techniques [33]) that
lead to greater fixed power consumption for faster interfaces.
In fact, like routers, also the interfaces have fixed and vari-
able power consumption. The fixed part is always present
just for the interface to stay up and accounts for the con-
trol circuits, while the variable traffic-proportional power
consumption is due to the transceivers. In the following we
model such energy consumptions and show a breakdown of
the different energy components in a 10 Gbps interface.

In general, to model the fixed and the variable energy
consumption, we define {�(vi, rj )|j = 1,2, . . . ,m} where
�(vi, rj ) (see Table 5) is the power consumption of the in-
terface i ∈ E with native speed vi ∈ R operating at link rate
rj ∈ R and �(vi, rj ) < �(vi, rk) ∀j < k.

In Fig. 12 we plotted the CO2 emissions as a function of
the average link rate, assuming a uniform distribution of the
working link rates between 0 and the native link rate and a
real-world distribution of values for the �(vi, rj ) as given
in [1, 23]. On the horizontal axis there is the percentage of
interfaces operating at the native link rate. A notable charac-
teristic is that the savings induced by an extensive use of an
adaptive link rate are not as dramatic as one may expect, al-
though sensitivity is slightly higher in the case of MinPower-
RWA and MinGas-RWA.

5 Conclusions

The ICT sector has the fundamental capability of acting as
drawing factor to drive the development of energy-efficient
technological innovations for both industry and society, al-
though any action in the direction of energy-efficiency may
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Table 5 Power consumptions of interfaces working at different rates

vi ri Mbps Power consumption

∀vi ∈ R Off /r0 0/0 �(νi,Off /r0) ∼= 0a

v1: 10 r1 10 �(ν1, r1)

v2: 102 r1/r2 10/102 �(ν2, r1)/�(ν2, r2)

v3: 103 r1/r2/r3 10/102/103 �(ν3, r1)/�(ν3, r2)/�(ν3, r3)

v4: 104 r1/r2/r3/r4 10/102/103/104 �(ν4, r1)/�(ν4, r2)/�(ν4, r3)/�(ν4, r4)

ain LPI, the device only send signals during short refresh intervals and stay quite during large intervals so the power consumption in the LPI mode
is almost 0

Fig. 12 Average emitted CO2
at different ratios of links
operating at their native rate

result in direct power and cost savings in the short and
medium term, while other indirect effects will be only
observed on the long term on both the environment and
human health. Anyway, the massive introduction of en-
ergy efficiency within the network world requires a coor-
dinated effort of equipment vendors, governments, and ser-
vice providers to identify technological standards, best prac-
tices, and solutions to support the necessary changes in the
basic construction and functional requirements for network
equipment and control plane algorithms. Accordingly, sev-
eral energy-aware ILP formulations exploiting dual energy
sources have been presented along with an energy model in
which no sleep mode is available but the optimization relies
only on the traffic-variable power consumption of the NEs.
Two ILP formulations have been presented: minimum power
(MinPower-RWA) and minimum GHG emissions (MinGas-
RWA) strategies with the objectives to minimize respectively
the absorbed energy and the emitted GHG. Results show
that the MinPower-RWA strategy may save a considerable
amount of energy by routing the lightpaths on minimum
consuming NEs and that the GHG emitted may be notably
reduced by the MinGas-RWA strategy that prefers NEs pow-
ered by green energy sources. As drops are observed in the
day/night traffic at core network nodes, there is room for
some possible optimizations by putting NEs into sleep mode

only partially (per-interface sleep mode). In fact, putting into
sleep mode single interfaces or line cards may have some
sense, saving up to 50% of the total router power, but mod-
ifications to current router architecture and routing proto-
cols need to be investigated. Renewable energy sources may
vary their availability with time (e.g. solar panels only gen-
erate electricity during the day). While in the current work
we handled the availability of green and dirty sources in a
static way, in future works statistically variable green energy
sources may be considered within a totally dynamic scenario
in which the availability of the different types of renewable
energy sources can be associated with the variations of the
day time and traffic load (e.g. night/day cycle). We are con-
fident that the above efforts, together with incrementing net-
work eco-sustainability, will improve the sustainable growth
and—in the long run—the society prosperity.
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