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Abstract—Most research works in optical burst switching (OBS)
networks do not take into account the impact of physical layer
impairments (PLIs) either by considering fully transparent (i.e.,
with optical 3R regeneration) or opaque (i.e., with electrical 3R
regeneration) networks. However, both solutions are not feasible
due to the technological requirements of the former and the
high cost of the latter. In this paper, we deal with a translucent
OBS (TL-OBS) network architecture that aims at bridging the
gap between the transparent and opaque solutions. In order to
evaluate its performance, a formulation of the routing and regen-
erator placement and dimensioning problem (RRPD) is presented.
Since such formulation results in a complex problem, we also
propose two alternative strategies. In particular, we evaluate the
tradeoff between optimality and execution times provided by these
methods. Finally, we conduct a series of simulation experiments
that prove that the TL-OBS network model proposed effectively
deals with burst losses caused by the impact of PLIs and ensures
that the overall network performance remains unaffected.

Index Terms—Networks, optical burst switching, optimization
methods, physical layer impairments, routing and regenerator
placement.

I. INTRODUCTION

W ITH the advent of ultrahigh bandwidth access systems
such as the passive optical networks (xPON) and the

next-generation mobile networks (i.e., long-term evolution and
4G), we are forced to move into the next phase of broadband
backbone technologies. Indeed, multi-industry initiatives have
already started the definition of new business models with the
aim of accelerating mass adoption of new devices and services
such us video streaming/conferencing, high definition televi-
sion, voice over Internet protocol, and video on demand.
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After becoming a real networking layer, optical technology
and optical core transport networks in particular are the unri-
valled candidates to meet the demands of such applications.
Recent advances in optical technologies are fostering the
deployment of fully transparent optical networks which in-
volves all-optical switching and provisioning of end-to-end
optical paths. Nevertheless, the physical layer impairments
(PLIs) of the optical domain and, concurrently, the lack of
effective all-optical regeneration devices prevent it from taking
place, at least, in the short-medium term [3]. For that very
reason, translucent optical networks are the ideal yet feasible
candidates for bridging the gap between opaque (i.e., with op-
tical–electrical–optical (O/E/O) conversion at each node) and
transparent networks. Indeed, translucent networks combine
features of both opaque and transparent networks allowing
signal regeneration only at selected nodes in the network [4].
Note that, if not specifically given differently, in this paper, the
term regenerator implicitly refers to electrical 3R regenerator,
i.e., the optical signal undergoes an O/E/O conversion in order
to be regenerated.
However, for translucent optical networks to be a competitive

solution, they should be designed in such a way that both the
cost and power consumption is minimized. Both constraints are
clearly related to the number of regenerators deployed across the
network, and therefore, their number must be reduced as much
as possible. For this very reason, the definition of algorithms ei-
ther for regenerator placement (RP) [5] or for routing and regen-
erator placement (RRP) (see, e.g., [6] and [7]), if routing con-
straints are added to the problem, is essential to the problem’s
success. These techniques are aimed at minimizing the number
of regenerators deployed in the network by finding their optimal
location.
Due to the maturity of the technology that wave-

length-switched optical networks (WSONs) require (e.g.,
reconfigurable optical add-drop multiplexers and optical
cross-connects), translucent WSONs have been the first to
receive the attention from the research community. Indeed,
protocol extensions and requirements to take into account the
presence of PLIs in WSONs are currently under development
within IETF [8]. However, and in light of recent measurements,
network operators now forecast a highly dynamic data traffic
scenario characterized by short-lived, small granularity (i.e.,
occupying small portions of a wavelength) flows [9]. In this
context, and due to their inflexibility and coarse granularity,
WSONs would result in a bandwidth-inefficient approach.
Hence, the development of subwavelength switching tech-
nology is nowadays strongly motivated. Indeed, technologies
like optical packet switching (OPS) and optical burst switching
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Fig. 1. TL-OBS node architecture.

(OBS) [10], which were initially proposed ten years ago, are
regaining much of the research interest together with more
recent proposals such as optical data-unit switching [11] and
optical flow switching (OFS) [12].
Among these subwavelength solutions, in this paper, we

focus on the OBS switching paradigm. In OBS, edge nodes
are in charge of assembling client input packets coming from
different sources (e.g., IP packet, Ethernet, or synchronous
digital hierarchy frames) into outgoing bigger data containers
called bursts which, once ready, are launched optically into the
network. Similarly, edge nodes are also responsible for disas-
sembling incoming bursts into original client packets. For each
outgoing burst, an edge node emits a separate control informa-
tion called burst control packet (BCP) which is transmitted out
of band and delivered to the core nodes with some offset time
prior to the burst. The offset time provides the necessary time
budget to reserve resources along the way from the ingress node
to an egress node. Such reservation consists of a wavelength
which is booked on the fly and can be reused afterward by any
other burst (i.e., the resources are, therefore, shared among all
nodes and subject to statistical multiplexing). Core nodes and
their corresponding control units are responsible for reading,
processing, and updating the BCPs and for switching individual

bursts accordingly. In OBS, core nodes are generally assumed
to be wavelength conversion capable.
In this paper, we deal with the RRP problem in a translucent

OBS (TL-OBS) network. In [1], we proposed a novel TL-OBS
node architecture which relies on semiconductor optical ampli-
fier (SOA) technology to perform all-optical switching opera-
tion and full wavelength conversion and is equipped with a lim-
ited number of electrical regenerators. Such architecture (shown
in Fig. 1) provides a fair access to the regenerator pool since all
wavelengths from any input port have the same privileges when
requesting a regenerator. However, in contrast to the classical
RRP problem found in WSON, where there exists a one-to-one
correspondence between optical path/connection and electrical
regenerator, in TL-OBS the access to the signal regenerators
is, like any other resource, subject to statistical multiplexing.
Therefore, it is required the introduction of an additional dimen-
sioning phase which eventually extends the problem to the joint
routing and regenerator placement and dimensioning (RRPD)
problem. Since the RRPD problem leads to an extremely com-
plex formulation, we simplify it by decoupling RRPD into the
routing and the regenerator placement and dimensioning (RPD)
subproblems, and thus, we eventually provide a formal model
to solve the so-called problem by means of mixed
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integer linear programming (MILP) formulations. Since the re-
sulting relaxation is still difficult when large problem instances
are considered, we also propose two alternative RPD methods
and evaluate their performance by considering the tradeoff be-
tween optimality and complexity they provide. Finally, we study
the performance of the proposed TL-OBS network under the
considered strategies bymeans of network simulation.
The rest of this paper is organized as follows. In Section II,

we survey the previous work in this topic and highlight the main
contributions of this paper. In Section III, first we define the
RRPD problem, and then, we present an MILP model to solve
it. In Section IV, two relaxedMILP-based resolution methods to
solve the RRPD problem are proposed. All strategies proposed
are compared and evaluated in Section V. Finally, the conclu-
sions of this study are given in Section VI.

II. RELATED WORK AND CONTRIBUTIONS

The evolution of optical networks from traditional opaque
toward transparent network architectures has brought to light
the serious impact that PLIs have on the optical end-to-end
signal quality. In fact, due to these physical constraints and the
lack of optical 3R regeneration, the deployment of a fully trans-
parent long-haul network is still not viable. Hence, for the sake
of scientific progress, the consideration of PLIs in the design
and development of next-generation optical core transport net-
works has become unavoidable. As a matter of fact, the study
and evaluation of translucent WSONs, which rely on already
mature technology, has recently received increasing attention
from the research community. Such an infrastructure makes
use of a limited set of 3R regenerators that are strategically
deployed across the network for signal regeneration purposes
[13]. Since the research interest on translucent architectures
lies in the tradeoff between network cost (i.e., O/E/O devices
are expensive) and service provisioning performance, both the
routing and RP issues must be carefully engineered. However,
the RP problem is known to be N-complete [14], and hence,
heuristic approaches are generally employed [5]. In addition,
recent studies in WSONs (see e.g., [6] and [7]) show that
by combining the RP problem with the routing problem in
the so-called RRP problem, an improvement in the network
performance can be achieved. However, in light of the foreseen
highly dynamic data traffic scenario, fine-grained and flexible
technologies such as the subwavelength paradigms (e.g., OPS,
OBS, and OFS) have emerged as potential candidates to cope
with the needs of next-generation optical networks. In this
paper, we focus on OBS networks, a technology which, in
essence, overcomes the technological constraints of OPS and
the bandwidth inefficiency of WSONs. In the case of OBS,
however, research has been mainly geared toward evaluating
the opaque and transparent network architectures. Conse-
quently, the vast majority of the works consider that either an
ideal physical layer or signal regenerators at every channel,
port, and switching node of the network are available (i.e., OBS
is either fully transparent or opaque). Recently, however, owing
to the increasing interest on assessing the effect of the PLIs in
the optical networks field, we have find few interesting works
that involve the PLI constraint in the evaluation of the OBS
network performance. For example, some impairment-aware
scheduling policies with the aim of minimizing the burst loss

probability are presented in [15]. Another interesting study
that incorporates PLIs in the definition of an algorithm for
distributing many-casting services over an OBS network can be
found in [16]. An extensive study that evaluates the design and
maximum size and throughput for OBS core nodes considering
the effects of a range of PLIs such as amplifier noise, crosstalk
of wavelength division multiplexing (WDM) channels, gain
saturation, and dynamics can be found in [17]. However, in
[17], all nodes are equipped with a full set of regenerators (i.e.,
one per each wavelength) also performing wavelength conver-
sion, and thus, an opaque OBS network is being considered.
Our preliminary work in [1] tackled the issue of designing

a complete TL-OBS network architecture. To be precise, we
first presented a feasible TL-OBS network architecture and a
model to capture the impact of the main PLIs. Then, we evalu-
ated the performance of the TL-OBS network by means of two
simple RRPD heuristics. In this paper, we complete such work
by presenting a novelMILP formulation and two relaxedMILP-
based algorithms to solve the RRPD problem, assessing their
performance, and comparing it with that of the transparent and
opaque reference scenarios. The study here presented follows a
static/off-line approach since RRPD decisions are taken during
the network planning stage. Note, however, that the routing
problem in OBS networks has been extensively studied under
both static and dynamic traffic scenarios, and consequently, sev-
eral techniques to reduce contentions have been proposed (see,
e.g., [18] and [19]). For a recent and comprehensive survey
on routing strategies for OBS networks, we refer the reader to
[20] and to its references. Note that this paper is, by contrast,
focused on the mandatory stage of network planning/dimen-
sioning, i.e., given a network topology and a prediction of traffic
demands, we first compute an optimal routing and, then, per-
form the placement and dimensioning of regenerators. After this
planning stage, the consideration of a dynamic scenario would
result in an on-line routing and regenerator allocation problem,
an issue which is left out of the scope of this paper.
Here, it is worth pointing out that the proposed algorithms

require a quality of transmission (QoT) estimator to account
for the accumulation of the PLIs along the path and by these
means determining the feasibility of the path. In the literature,
there are two main QoT estimators [21] based on the numerical
calculation of the optical signal-to-noise ratio (OSNR) [22]
or on the computation of the -factor value either by means
of analytical formulas [23] or numerical interpolation and
laboratory measurements [24]. Note that the Q-factor of a path
is in direct relation to its signal bit error rate performance [25].
Although in this work any QoT estimator can be used, in this
paper we adopt the OSNR model proposed in [1] and extended
in [26]. This OSNR model considers the amplified spontaneous
emission (ASE) noise introduced by both the erbium-doped
fiber amplifier (EDFA) and SOA amplifiers as well as the split-
ting and attenuation losses as the significant signal impairment
factors that have to be taken into account [22]. Accordingly,
OSNR is defined as the ratio between the signal channel power
and the power of the ASE noise in a specified bandwidth (e.g.,
0.1 nm are usually taken by convention). The OSNR model
relies on two main components, namely the link and node
OSNR, to quantify the OSNR degradation along an optical
path traversing TL-OBS nodes, and therefore, it enables us to
determine which bursts will require regeneration when sent into
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the network. To be precise, we assume that all bursts arriving at
the destination node with an accumulated OSNR value lower
than a predefined quality threshold cannot be read cor-
rectly and, thus, are discarded. Finally, to compute the power
and noise values, we consider performance parameter values
obtained from data sheets of commercially available devices or
at most lab trial devices (see, e.g., [27]–[29]).
However, it should be noted that in the context of OBS

networks, nonlinear impairments mainly arise due to the fast
ON–OFF switching nature of bursty traffic, which causes the
signal power of every single channel to constantly vary. These
power variations strongly impact system performances. For
example, on one hand, signal degradations in a burst caused
by neighboring bursts which copropagate simultaneously over
several common links (e.g., cross-phase modulation-induced
crosstalk) and, on the other hand, OSNR degradation due
to dynamic power fluctuations generated by gain changes in
amplifiers. Indeed, WDM burst channels randomly switched
ON and OFF may be a problem when considering amplifier
dynamics. This problem was studied in [30], and it was shown
that EDFA amplifiers implemented in a simple and all-optical
configuration known as optical gain clamped can reduce output
power excursions by effectively limiting gain ripples. In this
paper, nonlinear impairments are taken into account by adding
an OSNR penalty to . To be precise, we consider that the
OSNR threshold is determined by [22]

(1)

where represents the OSNR tolerance of the re-
ceiver and accounts for the OSNR penalties due
to maximum tolerable polarization-mode dispersion, residual
chromatic dispersion, and all the other nonlinearities. We con-
sider that the margin is configured by the network
operator according to the transmitted signal bit rate, modula-
tion format, etc. [22]. For the systems for which the impact
of nonlinear impairments is dominant, either larger values
of should be setup (with a possible impact on the
network performance) or more accurate and computationally
efficient analytical models to capture dynamic PLIs have to be
developed.

III. MILP FORMULATION OF THE RRPD PROBLEM

In this section, we focus on the modeling of the RRPD
problem in a TL-OBS network. We begin by presenting the
problem definition and its particular design assumptions. In
general, our approach to RRPD concerns, respectively, the
design of explicit paths to be used to route bursts through the
network, and the placement and dimensioning of regenerators
at selected nodes on those paths. The result of this design proce-
dure is a set of routing paths and a subset of regenerative nodes
which is specified for each individual path that does not comply
with the QoT requirements. It is essential to our approach that
a burst, whenever sent on a path, will be regenerated only at
the nodes that are specified as regenerative nodes for this path.
It is worth pointing out that since we are addressing an off-line
design problem, we can assume that BCPs are provided at
their respective source node with the information on the set of
nodes where their corresponding data burst will be regenerated.
We also assume that the signal quality of the BCPs is always

satisfactory as they undergo an O/E/O conversion at each node
for processing purposes and a successful transmission must
be assured between at least two adjacent nodes. Finally, it is
worth recalling that we assume core nodes with full wavelength
conversion capability.

A. RRPD Problem Definition
We address the RRPD problem by uncoupling the routing for-

mulation from that of the RPD issue, and therefore, we provide
a model to tackle the R+RPD problem. Two main reasons sup-
port this modeling decision. First, treating both problems to-
gether and at a time would definitely make of the problem an
extremely complex undertaking, particularly, in terms of com-
putation times or even of solving feasibility. Second, and most
compelling, is the fact that in OBS networks, routing must be
carefully engineered as the main source of performance degra-
dation is the contention between bursts that arise due to both the
lack of optical buffering and the generally considered one-way
resource reservation scheme. In fact, in [1], we showed that
if routing decisions are biased toward minimizing the number
of regenerators deployed, burst losses in network links become
uncontrollable, thereby further justifying the decoupling of the
problems.
Hence, given a set of traffic demands, we first find a proper

routing that minimizes burst losses due to congestion in bottle-
neck network links. Then, this routing solution is used as input
information to solve the RPD problem. Since in the TL-OBS
network, the access to the regenerator pools is based on sta-
tistical multiplexing, the RPD method must deal with both the
selection of regeneration nodes and the dimensioning of regen-
erator pools so that a given target burst loss rate due to QoT
noncompliant bursts is satisfied. Thus, the aim of the RPD for-
mulation here proposed is the minimization of the number of
regenerators deployed in the network, while at the same time
guaranteeing that losses caused by QoT signal degradation are
kept well below those caused by contentions in network links.

B. Global Notation

We use to denote the graph of an OBS network;
the set of nodes is denoted as , and the set of unidirectional
links is denoted as . Let denote the set of predefined candi-
date paths between source and termination nodes, ,
and . Each path is identified with a subset of net-
work links, i.e., . Adequately, subset denotes
all paths that go through link . Let and denote the source
and termination nodes of . Let denote the set of demands,
where each demand corresponds to a pair of source–termination
nodes. Let denote the average offered burst traffic
load for demand , where is the average burst arrival
rate and is the average burst service rate. Let be the set
of all nodes constituting path . Finally, let denote the set of
intermediate nodes on path such that .

C. Routing Problem

1) Model Assumptions: The routing model that we consider
and the routing algorithm that we apply are similar to the linear
programming (LP) approach presented in [20]. To be precise,
the authors consider a multipath routing approach (i.e., split-
table routing) to solve the routing problem. The objective of
this method is to distribute traffic over a set of candidate paths
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so that to reduce congestion in network bottleneck links. To
this end, the network is assumed to apply source-based routing,
and hence, the source node is able to determine the path that a
burst entering the network must follow. Although we take the
same routing objective, in our study, we consider unsplittable
(nonbifurcated) routing, and accordingly, all the traffic offered
to demand is carried over a single path in the network.
Note that this approach can be easily converted into a multipath
(i.e., splittable) routing problem by relaxing the routing vari-
ables. Nonetheless, we use the unsplittable solution to avoid the
problem of out-of-order burst arrival which is inherent in any
splittable routing algorithm.
It is also worth noticing that the average burst traffic load

offered by all path to a particular link will de-
crease due to both contentions at output ports and at regenerator
pools in the preceding links on those paths. This problem was
studied in [31], where authors present a reduced link load loss
model for OBS networks based on the Erlang fixed-point ap-
proximation. This model was later compared with a simplified
nonreduced link load loss model in [32], and it was shown that
the accuracy of the non-reduced link load model is very strict
for values of the BLP lower than . Thus, we can assume
a nonreduced link load model since this requirement is to be
largely met in a properly dimensioned network.
Let denote the set of candidate paths supporting

demand . Each subset comprises a (small)
number of paths, for example, shortest paths. The selection of
path from set is performed according to a decision variable
. In this study, on the contrary to the assumption taken in [20],

variables are forced to be binary. Strictly speaking, a burst
flow is routed over path iff .Moreover, there is only one
path such that . Hence, these routing constraints
can be expressed as

(2a)

(2b)

and the traffic to path can be calculated as

(3)

As a consequence, the problem formulations presented in the
next section are MILP formulations. Notice that the set of vari-
ables (i.e., vector ) determines the dis-
tribution of the traffic over the network. This vector has to be
optimized in order to reduce link congestion and to improve the
overall network performance.
2) Problem Formulation: Following the LP algorithm pre-

sented in [20], the next twoMILPmodels are sequentially solved
to find a solution to the routing problem. First, let variable rep-
resent the average traffic load on the bottleneck link. Then, the
first MILP formulation, which aims at minimizing the load on
such particular link of the network, can be written as follows:

(RMILP1)

(4)

and subject to the routing constraints given by (2a) and (2b).

Fig. 2. Two different valid options to perform the regeneration for a particular
source–termination pair.

Despite minimizing the average traffic load on the bottleneck
link, many solutions to this problem may exist and most of them
exploit unnecessary resources in the network (i.e., solutions that
select longer paths). Therefore, the next MILP is solved in order
to obtain, between the solutions of (RMILP1), the one that en-
tails the minimum increase of the average traffic load offered
to the remaining network links. For this purpose, let us denote
as an optimal solution of (RMILP1); then, we solve the fol-

lowing problem:

(RMILP2)

(5)

and subject to the routing constraints given by (2a) and (2b).
Note that, in constraint (5), we ensure that themaximum average
traffic load on the bottleneck link is bounded by the solution of
(RMILP1).
These MILP models, if sequentially solved, determine the

path that will be in charge of carrying the traffic for each
demand . Hence, only one path is selected as the
valid path to be followed by all bursts belonging to demand
. Thus, we can now denote as the set of valid paths,

. In the next section, we use as input
information to solve the RPD problem.

D. RPD Problem

1) Model Assumptions: Let denote the subset of
paths for which the QoT level at receiver is noncompliant
with the quality of signal requirements, and thus, paths
requiring regeneration at some node . For each
, there may exist many different options on how to build an

end-to-end QoT compliant path, composed by its transparent
segments, since the node or group of nodes where the regener-
ation has to be performed might not be a unique solution. Thus,
let denote the set of different options to
establish a QoT compliant path for each path , where

and size depends on the length of
the transparent segments in path . Fig. 2 illustrates this con-
cept by means of an optical path between a source–termination
pair with two different options to establish a QoT com-
pliant path. To be precise, if is selected, the optical signal only
undergoes regeneration at node whereas if is the choice,
it is converted to the electrical domain twice (i.e., at nodes
and ). Hence, and . In this partic-
ular case, the transparent segments that make it possible to use
both regeneration solutions are segments
and . Notice that we could also
consider other cases like ; however, we have
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not depicted all of the options for the sake of clarity. In order to
obtain (i.e., all possible regeneration options), we
make use of the OSNR model presented in [1] as commented in
Section II. However, it could also be done considering any other
valid QoT estimator. In order to find an upper bound on the size
of set , we must focus on the number of nodes constituting
the largest path in . To this end, let us denote such a number
by . Hence, an upper bound on the
maximum size of set can be written as

(6)

We assume that for each path , the selection of the
regeneration option from set is performed according to a
decision variable , which later is referred to as regenerator
placement variable, such that the following constraints are ful-
filled

(7a)

(7b)

Let denote the offered traffic load requiring regeneration
at node . To estimate (approximately), we add up the traffic
load offered to each path that both crosses and un-
dergoes regeneration at node :

(8)

Similarly

(9)

denotes an estimation of the maximal traffic load that is subject
to regeneration at node .
Eventually, we define a regenerator pool dimensioning func-

tion , which, for a given traffic load , determines the
minimum number of regenerators to be allocated in node .
This number must ensure that a given is met. Assuming
Poisson arrivals and fairness in the access to regenerator pools
among bursts, such a function is given by the following discon-
tinuous, step-increasing function:

(10)

where corresponds to the Erlang B-loss formula which for a
given number of regenerators available at node can be
calculated as

(11)

and where is the inverse function of (11) ex-
tended to the real domain [33], and is the ceiling function. It
is worth noticing that the Poisson arrivals which lead to an Er-
lang formula for the dimensioning of regenerator pools can be
replaced with another distribution for which the blocking prob-
ability is attainable. Because is a predetermined param-
eter, for simplicity of presentation, we skipped it from the list of
arguments of function .

Fig. 3. Discontinuous step-increasing regenerator pool dimensioning function
and points for some exemplary target burst loss probabilities.

For the purpose of problem formulation, it is convenient to
define as the maximal load supported by regenerators given
a , i.e., . Note that the inverse func-
tion is expressed with respect to and ,
which is not the same as in function (10).
Although there is no close formula to compute the inverse of

(11), we can make use of a line search method (see, e.g., [34])
to find the root of the function , so
that the value of is approximated by for any index .
Finally, let denote the number of regenerators required in the
most loaded node, i.e., . Note that
we canmake use of vector to obtain the piece-
wise linear approximation (PLA) of , which, for a single
node , can be expressed as .
The PLA will be of practical interest in the next section, where
it will allow us to better deal with function , and conse-
quently with . For the sake of clarity, function
is depicted in Fig. 3 for some exemplary values. Note that

is a real-valued concave function. Moreover, we also
provide points (represented by circles in the plot) which
will eventually help us generate the different vectors. The ac-
curacy of the PLA of depends on the precision of the line
search algorithm that is used to generate vector . In our imple-
mentation of the line search algorithm, the termination criterion
is set to , which guarantees a fine approximation (i.e.,

.
Eventually, vector will also be used in Section IV-C to de-

termine according to Procedure 1. Note that Procedure
1 is a polynomial time algorithm of complexity .
2) Problem Formulation: Taking into account the network

modeling assumptions previously presented, here we present a
mathematical formulation for the RPD part of the problem.

Procedure 1 Regenerator Pool Dimensioning

1:
2: while do
3:
4: end while
5:
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The RPD problem can be formulated as a nonconvex opti-
mization problem:

(NLP1)

(12a)

where is the step-increasing regenerator pool dimen-
sioning function defined by (10) and is the function
representing the traffic load offered to a regenerator node
defined by (8). The optimization objective of (NLP1) is to
minimize the sum of regenerators installed in network nodes.
Constraints (12a) represent the selection of a QoT compliant
path from the options provided for each path requiring regen-
eration. Eventually, the regenerator placement decision vector
is defined as .
The difficulty of formulation (NLP1) lays in the fact that there

is no close formula to express since no such formula ex-
ists for the inverse of the Erlang function . A way to
solve the problem is to substitute function with
its PLA and reformulate (NLP1) as an MILP problem.
For a single node , the PLA of can also be

expressed by means of the following 0–1 integer programming
(IP) formulation:

(IP1)

(13a)

(13b)

(13c)

In (IP1), decision variables have been introduced in order
to represent the number of regenerators required in node . Due
to constraint (13b), in each node only one variable is active
(i.e., equal to 1), and the one with minimum satisfying
is found when solving the problem. Notice that formulation

(IP1), when solved, gives the same solution as Procedure 1. The
shortcoming of (IP1) is that since is dependent on vector
(i.e., is a function of ), constraints (13a) have quadratic

form. To overcome this difficulty, we can consider the following
alternative formulation:

(ILP1)

(14a)

(14b)

(14c)

It is easy to note that formulation of (ILP1) results directly
from (IP1); it is enough to add up constraints (13a) and use (13b)
for substituting for .
Eventually, taking into account all network nodes and intro-

ducing the regenerator placement decision variables, problem
(NLP1) can be reformulated as the following MILP problem:

(MILP1)

(15a)

(15b)

(15c)

(15d)

(15e)

(15f)

(15g)

where we consider to be an auxiliary variable representing
the traffic load requiring regeneration offered to node .
The objective of the optimization problem (MILP1) is to min-

imize the total number of regenerators that have to be placed in
the network. Constraints (15a) and (15b) result from the 0–1
representation of the dimensioning function and from the refor-
mulation of (IP1) as mentioned earlier. In particular, the number
of regenerators in node should be such that the maximum
traffic load (given a ) is greater or equal to the offered
traffic load . Constraints (15c) are the QoT compliant path
selection constraints. Constraints (15d) are the traffic load of-
fered to a regenerator node calculation constraints. Eventually,
(15e)–(15g) are the variable range constraints.
(MILP1) is a well-known discrete cost multicommodity

flow (DCMCF) problem [35]. DCMCF was shown to be an
extremely difficult combinatorial problem for which only fairly
small instances (in our case, situations where has a rather
small size) can be solved exactly with currently available
techniques. Indeed, considering the problem in hand, the total
amount of variables can be approximated by ,
where the first term represents the amount of variables and
the second term is an upper bound on the size of variable vector
. Similarly, the size of the constraint set is . For
example, if the Large network (see Section V and Appendix A
for network details) is considered, then . Now assume
that is set to 100. Hence, the problem size increases to
approximately variables and constraints,
thereby making highly difficult its exact solution. It must also
be noted that, as shown in (6), the size of set increases
exponentially to the size of the problem instance. In order to
limit the problem size, we only consider the smallest options
(with respect to the number of regenerations along the path) to
fill , i.e., . In the next section, we propose
two relaxed MILP-based methods to solve the RPD problem.

IV. MILP-BASED RPD RESOLUTION METHODS

To overcome the difficulty imposed by the resolution of
(MILP1), in this section, we propose two heuristic methods
that provide near-optimal solutions to the RPD problem within
acceptable computational times. The main idea behind both
strategies is to decouple the RPD problem into the RP problem,
which is solved first, and the dimensioning phase. Hence,
we derive models to solve the so-called RP+D problem. The
performance of these methods is later discussed in Section V.
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A. Load-Based MILP Formulation

The MILP formulation here proposed is focused on the dis-
tribution of the traffic load requiring regeneration (i.e.,
). Hence, this load must be aggregated in such a way that the
number of regenerators to be deployed is minimized. After a
solution is obtained for each node , we take advan-

tage of the regenerator pool dimensioning function detailed in
Section IV-C to obtain the number of regenerators required.
Owing to the concave character of the dimensioning function

(10), it must be noted that it is of our interest to aggregate
the traffic requiring regeneration in as few nodes as possible
rather than spreading out such load in little amounts over a
large number of nodes. Hence, we propose to solve the problem
by making use of two MILP models, namely (MILP2) and
(MILP3). These models can be sequentially solved to obtain a
suboptimal solution of (MILP1).
First, (MILP2) aims at minimizing the number of nodes

where the regenerators must be installed (i.e., nodes such that
), and thus, groups as much as possible the load that

requires regeneration. Let denote a vector
of binary decision variables. Each value corresponds to one
node and determines if this node is used as regeneration point
by some path or not .
Then, we solve the following problem:

(MILP2)

(16a)

(16b)

and subject to constraints (7a), (7b), (15d), and (15g).
Although (ILP1) minimizes the number of nodes where the

regenerations are performed, multiple solutions to this problem
may exist and some of them may exploit more regenerations
than required, increasing unnecessarily at some nodes.
Therefore, a second MILP model, i.e., (MILP3), needs to be
formulated with the objective of minimizing the total network
load requiring regeneration.
Therefore, let denote an optimal solution of (MILP2).

Second, we solve the following problem:

(MILP3)

(17a)

and subject to constraints (7a), (7b), (15d), (15g), (16a), and
(16b).
Due to the simplicity of both formulations, both models are

expected to be promptly solved even for large-sized problem in-
stances. Here, it is worthmentioning that problems (MILP2) and
(MILP3) as well as routing problems (RMILP1) and (RMILP2)
could have been solved by using a single weighted multiob-
jective MILP formulation. However, we have considered the
sequential approach for both the sake of clarity and to avoid
dealing with the weights used in the resulting multiobjective
cost functions.
It is also important to notice that the sequential resolution

of both (MILP2) and (MILP3), which will hereinafter be cited

within the text as (MILP2)/(MILP3), provides an optimal solu-
tion in terms of the distribution of the traffic and not with re-
spect to the number of regenerators [which is precisely the case
of (MILP1)]. This being said the last step in this method is the
dimensioning of regenerator pools as detailed in Section IV-C.

B. Reduced (MILP1), (MILP1*)

This method aims at reducing the complexity of (MILP1)
by introducing new constraints to its definition. Specifically,
these constraints are the sequentially obtained solutions of both
(MILP2) and (MILP3) as detailed previously in Section IV-A.
Although these new constraints are not valid in that they may
exclude the optimal solution of (MILP1), they can be used to
achieve good near-optimal solutions within reasonable time
limits.
Therefore, let us denote , and again , as the optimal se-

quentially solved solutions of (MILP3) and (MILP2) respec-
tively. Then, we reformulate (MILP1) as follows:

(MILP1*)

(18a)

(18b)

and subject to constraints (15a)–(15g), (16a), and (16b).
In fact, we sequentially solve all three models in order, i.e.,

first (MILP2), second (MILP3), and finally (MILP1) including
all solutions obtained as constraints for the subsequent problem.
It is worth pointing out that, as long as the scenario considered

does not involve optical paths that require a large number of
regenerations, constraint (18a) is very unlikely to exclude the
optimal solution of (MILP1). Basically, it is due to the fact that
the dimensioning function of our problem is (10), which favors,
to some degree, the grouping-like behavior. Constraint (18b), by
contrast, is just an heuristic approach to help solve the problem.
Notice that (18b) does not deal with the distribution of the load
but with its minimization, and thus, the optimal solution in terms
of the number of regenerators is generally excluded.

C. Regenerator Dimensioning Phase

The load of burst traffic requiring regeneration at any node
is (approximately) given by (8). In order to determine

the number of regenerators required in node , we define a di-
mensioning function . Under
the assumption that any burst may access any regenerator in a
node (as shown in [1], the considered architecture allows a fair
access to the regenerator pool), we make use of the inverse of
the Erlang B-loss function as the dimensioning function . An
straightforward way to implement this dimensioning function is
to make use of vector and Procedure 1, which have been both
detailed in Section III-D.

V. RESULTS AND DISCUSSION

In this section, we first present and compare the perfor-
mance results of all the RRPD resolution methods presented
in Sections III and IV. Then, we study the performance of the
TL-OBS network architecture under the (MILP2)/(MILP3)
method in order to prove that it is effective at satisfying the
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TABLE I
NUMBER OF PATHS THAT REQUIRE REGENERATION AND OSNR

THRESHOLD VALUES

TABLE II
RPD RESULTS COMPARISON

QoT requirements. As a QoT estimator, we use the OSNR
model proposed in [1] and define that all bursts arriving at the
destination node with an accumulated OSNR value lower than
the predefined quality threshold cannot be read correctly
and, consequently, are dropped.

A. Resolution Methods Comparison

The evaluation has been performed by considering four dif-
ferent network topologies that are detailed in Appendix A. For
this experiment and hereinafter in this paper, we consider a max-
imum of regeneration options to fill set ,
i.e., for the network instances considered in this paper, all pos-
sible regeneration options are added to the problem. Besides,
the values evaluated are provided in Table I. In this paper,
we assume bidirectional network links with 32 wavelengths of
10 Gb/s each. We consider 19 dB as the threshold, a
value which is commonly used for the experimental assessment
of translucent optical networks with such network links [22].
Moreover, we consider 1 and 2 dB as additional OSNR penal-
ties to account for the signal degradation caused by
nonlinear impairments. Hence, we evaluate our algorithms con-
sidering 20 and 21 dB as the system thresholds. Note also
that determines the number of paths that require regenera-
tion (i.e., ) and, hence, the level of complexity that is given
to the problem. values are also given in Table I for each
considered network.
We use CPLEX to solve, for each network and scenario, the

three MILP RPDmodels presented, namely (MILP1) (optimal),
(MILP2)/(MILP3), and (MILP1*). Table II reports theminimum
number of regenerators to be deployed considering

and that each node injects 20.8 Erlangs into the network.
CPLEX is runwith the time limit set to 1 h.Note that Table II also
provides the number of regenerators required when an opaque
network architecture is considered. Finally, Table III reports the
computation times for all the algorithms aswell as the optimality

TABLE III
RPD EXECUTION TIMES (SECONDS) AND OPTIMALITY GAPS (%)

gaps (%) for those cases in which optimality is not reached after
1 h. One can note that (MILP1) is solved very effectively when
small problem instances are considered (i.e., Core). However,
and due to its computational complexity, (MILP1) reports opti-
mality gaps in all the other cases. In contrast, (MILP1*) is al-
ways solved to optimality and is able to substantially improve
the tradeoff provided by (MILP1) for some of the scenarios eval-
uated. Finally, (MILP2)/(MILP3) also reports an overall good
tradeoff performance, as it is solved very quickly andwith an av-
eragedeviation to thebest solutionof 1.71%.From the results ob-
tained, it can be concluded that both of the heuristicMILP formu-
lations proposed, i.e., (MILP1*) and (MILP2)/(MILP3), provide
satisfactory near-optimal solutionswithin short running times. In
the rest of our experiments, we consider the (MILP2)/(MILP3)
algorithm with dB.

B. Impact on the OBS Network Performance

In order to evaluate the effectiveness of the (MILP2)/(MILP3)
method, in this section, we conduct extensive simulations on
the TL-OBS network. In this study, we consider the BLP as the
metric of interest. In Fig. 4(a), we show the results obtained
in the Large topology when the number of Erlangs offered per
node is equal to 6.4. In this experiment, two different
targets are considered, namely and . In addition, the
opaque and transparent scenarios are plot and used as bench-
mark indicators. It is easy to observe that the progressive and
even placement of regenerators (i.e., the amount of regenera-
tors to be placed is fairly distributed among all selected nodes)
reduces the overall BLP until both targets are reached
(i.e., the required number of regenerators has been deployed).
In the case, the BLP is dominated by OSNR
losses, and consequently, when all the regenerators have been
deployed . On the other hand, if is set to

, contention losses become predominant, and therefore,
. For this case , Table IV

shows the percentage of losses resulted from contentions in net-
work links and unacceptable OSNR signal levels. One can note
that, as expected, OSNR-based losses are progressively reduced
with the deployment of regenerators. Similarly, Fig. 4(b) shows
the same experiment performed in the Core topology. However,
this timeeachedgenodeoffers 12.8Erlangs and targets are
set to and . It is worth pointing out that both the load
and valueswere selected in order to illustrate two different
and representative situations in both figures. For the sake of
illustration, in Table V, the locations and number of regenerators



PEDROLA et al.: REGENERATOR PLACEMENT STRATEGIES FOR TRANSLUCENT OBS NETWORKS 3417

Fig. 4. (MILP2)/(MILP3) performance in (a) the Large topology and (b) the
Core topology.

TABLE IV
SHARE OF BURST LOSSES FOR THE CURVE WITH PRESENTED

IN FIG. 4(A)

TABLE V
LOCATION AND NUMBER OF REGENERATORS FOR THE EXPERIMENTS

PRESENTED IN FIG. 4(A) AND (B)

deployed in both experiments are shown. Note that while in the
Core network, the minimum amount of nodes equipped with
regenerators is 3, in the Large network, it increases up to 13.

Fig. 5. TL-OBS network performance for a dimensioning assuming the Large
topology, the (MILP2)/(MILP3) algorithm, a load of 9 erlangs, and a target

, which results in the deployment of 450 regenerators.

Notice that in the case, although OSNR
losses have a noticeable impact on the network performance, the
BLP decreases up to nearly . This is due to the fact that the
percentage of the traffic requiring regeneration in the network
is quite low, or in other words, has a small size. If
is set to , in contrast, we observe the same behavior as in
Fig. 4(a), i.e., contention losses are predominant, and hence,

. Note that in both figures provided, the
BLP found in the case where contention losses are predominant
slightly improves that of the opaque case. This is due to the differ-
ences in node architectures between the opaque and translucent
networks:while theopaquenetwork relieson in-line regenerators
as in [17], our translucent architecture operates in the feedback
mode (seeFig. 1), andhence, bursts remain in theelectrical buffer
until a free wavelength is found at the desired output link.
Eventually, we assess how effective at keeping OSNR losses

under control the (MILP2)/(MILP3) method is. To this end, we
study how both contention and OSNR losses contribute to the
total BLP by performing a dimensioning of the TL-OBS net-
work considering the Large topology, a load of 9 erlangs, and
a target . In this scenario, (MILP2)/(MILP3)
provides a solution requiring 450 regenerators to be deployed.
Given this planning of the network, we evaluate the impact that
load variations have on the overall TL-OBS network perfor-
mance. One can note in Fig. 5 that OSNR losses are kept sat-
isfactorily under control regardless of the load, and thus, that
our approach guarantees that OSNR losses are well below those
caused by burst contentions in network links.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose several methods for the sparse
placement of regenerators in a translucent OBS network. Such
methods are based either on an optimal MILP formulation or
on heuristic MILP-based techniques. For this purpose, we have
focused on the problem of PLIs in OBS networks and addressed
the RRPD problem. Strictly speaking, we have uncoupled the
routing issue from the RPD problem, and eventually solved
the so-called R RPD problem. We have presented a link
congestion-reduction unsplittable routing strategy which is
based on an MILP formulation aimed at reducing congestion
in bottleneck network links. The routing solution obtained
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Fig. 6. (a) Large (37 nodes). (b) Base (28 nodes). (c) Core (16 nodes). (d) Usa-Can (39 nodes).

has then been used as input for the RPD problem. The RPD
scheme presented relies on the PLAs of the inverse of the
Erlang B-loss formula. Since such formulation corresponds
to the complex DCMCF problem, we have also developed
two heuristic methods to help solve the RPD problem (i.e.,
RP D heuristics). We have evaluated and compared these
methods by considering the tradeoff between optimality and
complexity they provide. After assessing its performance over
a range of network topologies, we have found that the heuristic
RPD methods proposed, i.e., (MILP2)/(MILP3) and (MILP1*),
provide the best trade-offs. Finally, we have conducted a series
of exhaustive simulations in the TL-OBS network proposed
considering the (MILP2)/(MILP3) method. From the results
obtained, we have concluded that both the architecture and
model proposed in this paper ensure that, according to a pre-
specified target performance, losses caused by QoT signal
degradation are kept satisfactorily under control and do not
impact negatively the overall network performance.
In our future work, we plan to extend our model to consider

the case of an on-line/dynamic scenario.

APPENDIX A
SIMULATION SCENARIO

In our simulation scenario, we consider several topologies
(see Fig. 6), all of which being real network topologies: a set

of Pan-European [37] networks known as Large (a), Basic (b),
and Core (c) with 37, 28, and 16 nodes and 57, 41, and 23 links,
respectively; the JANOS-US-CA [39] (d), a reference network
that interconnects cities in the U.S. and Canada with 39 nodes
and 61 links.
Network links are bidirectional and dimensioned with the

same number of wavelengths . The transmission bit
rate of both transmitters at edge nodes and regenerators at core
nodes is set to 10 Gb/s.
We assume that each node is both an edge and a core buffer-

less node capable of generating bursts destined to any other
node. We consider the offset time emulated OBS network
architecture (E-OBS) [40], and the just-in-time (JIT) [41]
resources reservation protocol together with the last available
unscheduled channel (LAUC) scheduling algorithm also known
as Horizon [42]. For the sake of simplicity, the switching and
processing times are neglected.
The traffic is uniformly distributed between nodes. We as-

sume that each edge node offers the same amount of traffic to
the network; this offered traffic is normalized to the transmis-
sion bit rate and expressed in Erlangs. In our context, an Er-
lang corresponds to the amount of traffic that occupies an entire
wavelength (e.g., 20 Erlangs mean that each edge nodes gener-
ates 200 Gb/s).
Bursts are generated according to a Poisson arrival process

and have exponentially distributed lengths. The mean duration
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of a burst is 100 s (1 Mb). Note that due to both
the Poisson assumption and the fact that we neglect both the
switching and processing times of bursts, the burst size does not
have any impact on the results obtained [31]. In obtaining the
simulation results, we have estimated 99% confidence intervals.
However, since the confidence intervals found are very narrow,
we do not plot them in order to improve readability.
All simulations have been conducted on the JAVOBS [43]

network simulator on an Intel Core 2 Quad 2.67 GHz with 4
GB RAM.
The (RMILP1), (RMILP2), (MILP1), (MILP2), (MILP3),

and (MILP1*) problems have all been solved using the IBM
ILOG CPLEX v.12.1 solver [44].
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