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Abstract

The introduction of a new set of services to the Internet impose a series of tight

conditions on the network usage: there is need of more bandwidth, bounded packet

losses or limited delays on data delivery.

Until now, the only considered parameter was the bandwidth. Nevertheless, this

paradigm is changing because of the more demanding services being deployed,

namely VoIP, Videoconferencing or Video-Streaming.

The above requirements are easily met on reduced environments or small net-

works, where the resources are managed by a single administrative unit, and Qual-

ity of Service (QoS) mechanisms are not difficult to deploy. Nevertheless, the

problem has a much more difficult solution when dealing with Inter-Domain en-

vironments. There, the traffic policies, the network usage, and the resources in

general are managed by different administrative units, which most likely will have

different goals and policies when distributing the available resources.

On top of this, every day more and more customers are requiring guaranties for

their services, and operators want to know the network status all the time. There-

fore, there is an increasing need of monitoring whether the network can provide

the desired levels of quality. Or, what is the same, if the network is complying

with the contracted Service Level Agreements (SLA).

This thesis has the major goal of developing an on-line distributed SLA Assess-

ment infrastructure, which will give live reporting about the quality the network

is providing. We focus on the Intra-Domain study, and outline several alternatives

for extending this to the Inter-Domain area.

To develop such infrastructure, some challenges have to be addressed. First there

is the need of specifying the techniques to be used in order to monitor and analyse

the traffic in real-time. Second, there is the study of the resources in terms of



bandwidth required to perform the assessment. And third, there is a trade-off

between the accuracy and the resources to be decided.

We solve the problem of the resource requirements by proposing a set of innovative

sampling techniques, which make an efficient use of the resources.

Specifically, the main contributions of this work are:

• We develop a Network Parameter Acquisition System (NPAS), that is a scal-

able distributed SLA Assessment infrastructure that monitors the QoS of the

sensible flows on the network.

• We analyse the current measurement techniques, proposing ways of using

the knowledge acquired from metrics behaviour and Internet in general to

extend and optimise NPAS.

• We optimise NPAS by using static and dynamic adaptive sampling tech-

niques in order to control the resources needed by the system.

• In parallell we improve classical Quality of Experience (QoE) algorithms

in order to work with current network technologies and adapt them to our

NPAS, delivering a system which can assess the user perceived quality of

specific flows.

• Finally we propose a novel way of decoupling the metric computation from

the quality of the network by smart distance algorithms over Inter-Packet

Arrival Times. With this decoupling we can assess the QoS of a network with

minimum metric computation, with the consequent boost in performance of

the system.



Resum

La introducció d’un nou conjunt de serveis a Internet, ha imposat una sèrie de

noves restriccions a l’ús i comportament de la xarxa: ara es necessita més amplada

de banda, un control sobre els paquets perduts o bé un llindar màxim amb el retard

en l’entrega de les dades.

Fins ara, l’únic paràmetre que es considerava a l’hora de dimensionar una xarxa

era l’amplada de banda. De totes formes, aquest paradigma està canviant, princi-

palment a causa dels requeriments dels nous serveis posats en funcionament, per

exemple VoIP, Videoconferència o vı́deo streaming.

El requeriments necessaris són relativament senzills d’aconseguir en entorns con-

trolats i reduı̈ts, on els recursos són gestionats per una sola unitat d’administració,

i els mecanismes per la provisió de la Qualitat de Servei (QoS) no són difı́cils de

posar en funcionament. De totes formes, el problema té una solució molt més

complicada quan estem tractant en entorns Inter-Domini. En aquest entorn les

polı́tiques de tràfic, l’ús de la xarxa i dels recursos en general estan gestionats

per diferents unitats administratives, el que molt possiblement implica que tindran

diferents polı́tiques de gestió de tràfic i objectius diferents en la gestió de la seva

xarxa i dels seus recursos.

A sobre de tot això, cada dia més i més clients demanen a la xarxa garanties per

als seus serveis. En paral·lel els operadors volen saber quin és l’estat de la seva

xarxa en tot moment. Per això, hi ha una necessitat creixent de monitoritzar si la

xarxa pot o no pot oferir el nivell de qualitat desitjada. O bé, el que és el mateix,

si la xarxa està complint amb el contracte de serveis (Service Level Agreement –

SLA).

Aquesta tesi té el principal objectiu de desenvolupar un sistema distribuı̈t per anal-

itzar el SLA “en directe”. Aquest sistema donarà informació en tot moment so-

bre la provisió de qualitat donada per la xarxa. El nostre estudi se centra en un



entorn Intra-Domain, però s’introdueixen una serie d’alternatives que poden ser

utilitzades per ampliar el sistema a un entorn Inter-Domain.

Per desenvolupar aquesta infraestructura hi ha alguns reptes que s’han de resoldre.

En concret, primer hi ha la necessitat d’especificar les tècniques utilitzades per

monitoritzar i analitzar el tràfic en temps real. Segon, és necessari estudiar els

recursos, en termes d’amplada de banda, que són necessaris per poder realitzar

la monitorització. I finalment, s’ha de tenir en compte que hi ha una solució de

compromı́s entre la precisió del sistema i els recursos necessaris per obtenir la

informació necessària.

El problema dels recursos es resol mitjançant la proposta d’una sèrie de tècniques

de mostreig de tràfic innovadores, i que permeten fer un ús eficient dels recursos.

En concret les contribucions d’aquesta tesis són:

• Desenvoluparem un Network Parameter Acquisition System (NPAS), que és

una infraestructura per la monitorització de tràfic distribuı̈da i escalable.

• Analitzem les actuals tècniques de mesures, proposant maneres de fer-les

servir per tal d’ampliar i optimitzar NPAS.

• Optimitzem NPAS mitjançant tècniques de mostreig de tràfic tant estàtic com

dinàmic, per tal d’ajustar els requeriments de recursos del sistema.

• De forma complementària proposem un sistema per millorar mecanismes

clàssics de Qualitat de l’Experiència (QoE). El nostre objectiu és adaptar

els mecanismes existents al nou paradigma d’Internet, i ajustar-los al nostre

NPAS. Permetent saber la percepció des del punt de vista de l’usuari dels

fluxes de xarxa.

• Finalment, proposem un sistema innovador de desacoblar el càlcul de les

mètriques de xarxa de la seva qualitat. El que fem en aquest cas, és pro-

posar una sèrie d’algorismes per analitzar el temps d’arribada entre paquets

(IPAT). Amb aquest desacoblament aconseguim que es pugui informar de la

QoS d’una xarxa minimitzant el càlcul de les mètriques, amb el conseqüent

increment en en rendiment del sistema.



The Wheel of Time turns, and Ages come and pass, leaving memories that

become legend. Legend fades to myth, and even myth is long forfotten when the

Age that gave it birth comes again. In one Age, called the Internet Age by some,

an Age yet to come, an Age long past, a wind rose above the office named

D6-111. The wind was not the beginning. There are neither beginnings nor

endings to the turning of the Wheel of Time. But it was a beginning.

Robert Jordan, The Wheel of Time, Books 1-11.

Arrangements by René Serral, Towards End-to-End SLA Assessment, Book 1.
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Introduction

Internet’s usage has increased greatly during the last years. Such growth has evolved in many

protocols, applications and services which demand a more intensive use of the network re-

sources.

Network resources typically have been counted only in terms of bandwidth. But as services

get more involved, so do the constraints they impose on the network. Usually, such constraints

include network quality parameters, for example packet losses, transmission delays, or delay

variations. They measure the degree of quality present in a network, and in some cases their

impact on the perceived quality by the users.

Transmission delays interfere in the fact that some services rely in interactivity, packet

losses are the main reason of service disruption, and finally delay variations, impact both on

the interactivity and in the quality of the transmission.

There are mainly two different kinds of services affected by this: human-machine interac-

tion (e.g. remote shell connection). And human-human interaction (e.g. videoconferencing).

When dealing with such applications, it is mandatory to keep those metrics within specific

bounds to get such interactivity. Obviously, no conversation (or interaction) can be held if

there are big one-way delays between the emission of the message and its reception.

All the above discussion, leads to the need of the network administrators to provide, by

some means, the guarantee of the delivered service to their users. On the other hand, the users

will require some mechanisms to validate such provisioning. This assessment framework sets

the main axis where all our research work will be focused.
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1. INTRODUCTION

Objectives

The main goal of this thesis is to develop a scalable end-to-end infrastructure for on-line SLA

assessment, namely the Network Parameter Acquisition System (NPAS). We focus on the intra-

domain analysis, overviewing mechanisms that can extend our work to inter-domain environ-

ments.

The progress towards the full architecture will be done incrementally from the most sim-

ple approach, to the introduction of the more advanced techniques which perform the SLA

assessment. Improving aspects such as resource requirements from the base system.

The presented methodology will deliver a versatile mechanism to study the network’s per-

formance, and whether the network is complying with the desired Service Level Agreement

(SLA) or not. This is accomplished at two different levels: first, it will provide objective net-

work quality assessment, by using the classical network performance metrics. And second,

it will also deliver user level information, namely subjective quality assessment by using the

well-known Mean Opinion Score (MOS).

All the traffic monitoring tasks are performed by means of passive traffic collection, in this

regard we assume during this whole thesis that the system can cope with the collection of all

the required packets from the network to perform the analysis.

Motivation

The main motivation to perform this detailed analysis and research about SLA assessment is

three-fold: i) The impressive growth of real-time flows on the Internet forces the network to

have mechanisms to assess the proper delivery of such traffic. ii) Currently there is no clear

and scalable solution to the problem. And iii) Tightly related with the above point, lately the

governments are pushing the adoption of new standards in order to demand from the service

providers guaranties that they are providing the required network quality the customers are

paying for.

Regarding scalability, the solutions currently present are mostly based on active traffic

measurements, which tend to give a coarse result about the network quality, moreover they are

not designed for continuous monitoring. However, there is a framework with similar goals as

ours (perfSONAR [97]). Many efforts are being invested in this platform in order to produce
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a reliable active SLA assessment tool. We present an alternative solution which aims at giving

much more accurate on-line information about the status of the network.

Related to the standardisation efforts, the European Telecommunications Standards Insti-

tute (ETSI) plans to standardise the set of constraints and testing methodology which will be

mandatory in a near future for any service provider [2]. This will help both the customers and

Internet Service Providers (ISP) in the hard task of assessing (for ISPs) or having guaranties

(for Customers) about the real quality and behaviour of the network.

Our work is aimed at filling the gap between the specifications on what, how and where the

ISP should monitor their networks to the actual task of monitoring it. As a bonus this method-

ology is designed to work on-line. Nevertheless, we do not plan to specify and implement all

the techniques and restrictions presented in [2]. Our focus is at resolving the broad range of

challenges found in such a distributed monitoring infrastructure.

Contributions

This thesis is structured into different building blocks which incrementally construct a full-

fledged SLA Assessment solution. Here we present the relevant contributions on each one of

the different areas of this work.

We separate here the different contributions depending on the part of the whole SLA as-

sessment system it fits: Preliminary work, Base system, Optimisations, User level and Traffic

Pattern analysis.

Preliminary work

Here we have the contributions related to background work we performed to understand the

way network measurements work, these publications do not have direct relation with the main

contribution of the thesis, but deliver basic knowledge about network measurements, which we

used to design the rest of the work.

1. Serral-Gracià, R., and Gil, Marisa: A Linux Networking Study, In Operating System

Review, Volume 38 Number 3 (SIGOPS ACM), July 2004.

2. Cabellos-Aparicio, A., Serral-Gracià, R., Jakab, L., and Domingo-Pascual, J.: Mea-

surement Based Analysis of the Handover in a WLAN MIPv6 Scenario, Passive and

Active Measurements (PAM), LNCS 3431, 207–218, 2005.
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3. Serral-Gracià, R., Cabellos-Aparicio, A., Julian-Bertomeu, H., and Domingo-Pascual,

J.: Active measurement tool for the EuQoS project, MOME 3rd International Work-

shop on Internet Performance, Simulation, Monitoring and Measurements (IPS-MoMe),

2005.

4. Jakab, L., Serral-Gracià, R., and Domingo-Pascual, J.: A Study of Packet Losses in the

EuQoS Network, MOME 4rd International Workshop on Internet Performance, Simu-

lation, Monitoring and Measurements. IPS-MoMe, 2006.

5. Serral-Gracià, R., Jakab, L., and Domingo-Pascual, J.: Out of Order Packets Analysis

on a Real Network Environment, 2nd Conference on Next Generation Internet Design

and Engineering, 2006.

6. Serral-Gracià, R., Domingo-Pascual, J., Bȩben, A., and Owezarski, P: Chapter 2 - QoS

Measurements in IP-based Networks in End-to-End Quality of Service Over Hetero-

geneous Networks, Springer, Eds: Braun, Torsten, and Staub, Thomas, Aug 2008.

These six contributions detail the most interesting aspects of network measurements. Specif-

ically, in 1 we study the constraints found in commodity hardware when trying to monitor high

amounts of packets in the network. In 2 we focus on the study of the different effects into the

measurements of wireless access technology. While in 3 the research is centred on the effects

of large testbeds with different access technologies in network measurements. In 4 and 5 we

study the metrics behaviour for QoS assessment. And finally in 6 we performed an overview

of the most important measurement techniques in the area of Quality of Service.

In order to understand Inter-Domain technologies and behaviour we explained and de-

ployed a full QoS aware routing solution in inter-domain systems in:

1. Masip-Bruin, X., Yannuzzi, M., Serral-Gracià, R., et al.:, The EuQoS System: A So-

lution for QoS Routing in Heterogeneous Networks., IEEE Commun. Mag 45(2)

96–103, 2007.

Base System

The base work which sets the starting point of the global contribution of this thesis is:
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1. Serral-Gracià, R., Barlet-Ros, P-, and Domingo-Pascual, J.: Coping with Distributed

Monitoring of QoS-enabled Heterogeneous Networks, 4th International Telecommunication

Networking Workshop on QoS in Multiservice IP Networks (QoSIP - IT-NEWS, 142–147,

2008.

Where we detail all the basic methodology and most important building blocks for SLA

assessment. This sets the grounds of our proposal, which will be enhanced by the different

optimisations and techniques that form the main contribution of this thesis.

Optimisations

The most interesting contributions of this thesis fall in this area. They focus on optimisations

over the basic system in terms of required resources (bandwidth) for the SLA assessment.

1. Serral-Gracià, R., Barlet-Ros, P., and Domingo-Pascual, J.: Distributed Sampling for

On-line QoS Reporting, Local and Metropolitan Area Network (LANMAN), Sep 2008.

2. Serral-Gracià, R., Cabellos-Aparicio, A., and Domingo-Pascual, J.: Network perfor-

mance assessment using adaptive traffic sampling, IFIP Networking LNCS 4982,

252–263, May 2008.

3. Serral-Gracià, R., Cabellos-Aparicio, A., and Domingo-Pascual, J.: Packet loss esti-

mation using distributed adaptive sampling, End-to-End Monitoring (E2EMon), Apr

2008.

As a first optimisation we present in 1 a Static Sampling approach which is used in order

to reduce the amount of required resources. Given the low accuracy in packet loss estimation,

we develop in 2 and 3 two similar Adaptive Sampling algorithms which improve significantly

the packet loss estimation while keeping a good estimation of the rest of the metrics.

User level

On a related topic we used our acquired knowledge, this time for enhancing our SLA assess-

ment system in order to deliver higher layer information, namely Quality of Experience. The

main contribution is:
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1. Serral-Gracià, R., Jakab, L., and Domingo-Pascual, J.: Measurement Based Call Qual-

ity Reporting, 2nd Workshop on Network Measurements in 32nd IEEE Conference on

Local Computer Networks (LCN) 997–1004, 2007.

Where we present an improvement over the classical definition of the Mean Opinion Score

(MOS) with the aim of adapting it to current packet switched networks, fitting it to the main

system.

Traffic Pattern analysis

1. Serral-Gracià, R., Labit, Y., Domingo-Pascual, J. and Owezarski, P.: Towards efficient

SLA Assessment, Pending Acceptance Infocom, 2009.

In this contribution we change the typical paradigm of metric inference for SLA Assess-

ment and focus on a first approach to metric-less SLA Assessment infrastructure. In this con-

tribution we still require reduced information about the metrics but we set the basis in order to

fully remove them.

The rest of the document is structured as follows. Chapters 2 and 3 give some general

concepts required in order to understand the background related with this thesis, specifically

we introduce QoS concepts and present the basis of network testing. We follow the discussion

in 4 where we introduce the general challenges we must consider previous to design a robust

SLA Assessment system, in that chapter we also detail the preliminary contributions of this

thesis since their goal is to acquire more knowledge about the limits and best practices on

network monitoring.

The core of the thesis begins in Chapter 5 where we present the basis and the core of

our contribution, stating the main building blocks and the detailed description of the protocols

involved in our passive SLA assessment system. We optimise and enhance this base system on

the rest of the chapters. Specifically we have mainly two kinds of optimisations: The first is

focused on the optimisation of metric computation, while the second is centred on the change

of paradigm we present in our disruptive approach, which decouples metric estimation from

SLA assessment, we accomplish this by means of Inter Packet Arrival Time (IPAT) analysis.

In detail:
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Chapter 6 presents the most basic optimisation, which is based on a time based classifica-

tion that permits to reduce the required bandwidth due to control traffic.

Chapter 7 further improves the resource utilisation by inserting traffic sampling to the sys-

tem. This uncovers a new problem that is the lack of accuracy of the system for low rate

flows in the estimation of packet losses. To overcome this limitation, in Chapter 8 we present

two different adaptive sampling techniques that deliver much better accuracy with even further

reducing the required resources.

In Chapter 9 we extend all the above techniques to a higher level, the subjective quality as-

sessment, specially for adapting our system to VoIP quality assessment using the Mean Opinion

Score (MOS).

As a a final enhancement of the system presented in this thesis, in Chapter 10, we present

a totally novel approach which separates the classical tie between metrics and network quality,

here we present a different methodology which uses IPAT as trigger for SLA assessment.

Finally in chapter 11 we conclude and draw the further lines of research left open in this

work.
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2

Quality of Service

As Internet continues its expansion, more and more services are deployed. These services

usually have very specific demands of the network. Some of such demands are typically defined

through metrics such as bandwidth, packet losses, etc. [123].

All these constraints end up on the need of better network resource management, and there-

fore with the improvement of the user experience using such services.

From the network point of view all this sensible data produced by the applications need

a special treatment while travelling towards its destination. All the used policies, forwarding

methods and traffic classification algorithms are part of what is called Quality of Service (QoS).

This chapter details the basis of QoS Provisioning, specially Integrated and Differentiated

Services. Later we focus on some proposals in inter-domain extensions for provisioning end-

to-end QoS. The chapter concludes with a discussion about the Quality of Experience (QoE),

that is the application level point of view of QoS.

2.1 Quality of Service Provisioning

QoS is the set of mechanisms where the network traffic is treated in a special fashion. By

default Internet uses the Best Effort [74] mechanism for treating the traffic. This mechanism

is based in the simplest algorithm, where the packets do not have any priorities, so they are

processed in the order they keep arriving to the gateway.

Given that Best Effort is clearly insufficient for demanding services, the community has

developed several ways of dealing more fairly with the network resources. All the mechanisms

in use nowadays for such provisioning can be classified on the following types:
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2. QUALITY OF SERVICE

• Integrated Services [19]: this method is based on a controlled resource reservation mech-

anism for the selected traffic.

• Differentiated Services [15]: this mechanism does not reserve resources as the above

methodology, here the traffic is aggregated on different classes, where each class has its

own contract with the network.

• Multi-Protocol Label Switching [105]: MPLS adds a new layer on the protocol stack for

easing the bottleneck on the core routers. Takes the best of DiffServ and IntServ.

2.1.1 Integrated Services

Integrated Services (IntServ) is the IETF’s scheme to introduce QoS support over IP networks.

It provides extensions to the best-effort service model to allow control over end-to-end packet

delays. IntServ is a per-flow, resource reservation model. Its key building blocks include

resource reservation and admission control, which will be discussed later.

Different applications behave differently depending on its network constraints. That is the

reason why the IETF defines three different kinds of application profiles:

• Elastic applications: applications which use TCP as a transport protocol, which adapts

the network use to the bandwidth availability. This applications do not have usually any

timing constraints. Examples can be FTP transfers or HTTP connections.

• Tolerant real-time applications: in this category fall the voice/video streaming kind of

applications. Here there are bandwidth constraints, but the delay of the information de-

livery is not critical, since there is not interactivity between the user and the application.

• Intolerant real-time applications: VoIP or videoconferencing are good examples of ap-

plications in this category. These have tight bandwidth constraints, necessity of small

packet delivery delays and few packet losses. The main reason being the interactivity

between the parts using the application (telephony conversation, tele-meeting, etc.).

As can be noted the above categories have a different set of requirements of the network.

The IntServ framework defines two different services besides Best Effort: Controlled Load and

Guaranteed Service.
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2.1 Quality of Service Provisioning

Controlled load: This class of service is prepared for controlling the Tolerant real-time ap-

plications shown above, which have a bounded resource requirements. The constraint is that

such applications need some kind of bandwidth reservation, “as if no other traffic is crossing

the link”. To do this the application must perform some kind of resource reservation on the

network.

Moreover, for guaranteeing the proper provisioning there is need of an admission control

(AC) system. AC has the goal of avoiding the overload of the network with the correspond-

ing degradation of the service, more details about AC can be found in Section 2.1.1.3. The

Controlled load, implicitly bounds the resource requirements of the traffic. Eventhough due to

potential variability on the traffic profile, this class of traffic can adapt to some burstiness.

Guaranteed service: Guaranteed service forces the traffic belonging to the class to strict

reservation of resources. It provides assurance of a certain end-to-end bandwidth and upper

and lower bounds for delay.

This class of service is used for Intolerable Real-time traffic, which has the traffic profile

of CBR (Constant Bit Rate) or rt-VBR (Real-Time Variable Bit Rate) . Its implementation on

actual gateways is done as a token bucket, which forces a constant bandwidth with very limited

support for bursty traffic (not usual on such applications). The main issue with this solution

is its difficulty for deploying the service on shared medium networks, where specific access

technology dependent solutions must be developed.

2.1.1.1 Signalling

For having a guaranteed service, is necessary to setup the connection along the whole path

which the packets will follow to reach its destination. This requires to have a reliable mecha-

nism to perform such reservation, the signalling.

Nowadays, the most common system used for this signalling is RSVP (ReSerVation Pro-

tocol) , the in-deep description of this protocol is out of the scope of this document, for more

information see [80], [20] and [128].

A signalling protocol has to monitor all the time the used resources of the network, because

it has to decide whether it accepts a new connection or not. Related with that, another important

point, is the fact that the best QoS which can be offered, always will be as much as good as the

one offered by the weaker node.

The typical steps the signalling protocols use are:
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1. The application asks for network resources.

2. Each element checks if it can handle the demanded QoS.

3. Each network element accepts or denies the allocation.

The most used signalling protocols used with IntServ differ from the ones proposed on

other technologies (such as ATM) in the sense that use a soft connection approach, where the

reservation only lasts for a given time (times out).

2.1.1.2 Reservation Specs

Another important part of IntServ is the reservation itself, when an application needs to reserve

resources from the network it needs to specify the kind of constraints it has. IntServ solves this

with the Reservation Specs. There are two kinds of Reservation Specs:

• FilterSpecs: FilterSpec specifies the set of data which has to receive QoS. The rest of the

traffic is considered Best Effort.

• FlowSpecs: Is the QoS specified for being used by the Admission Control and the sched-

uler during packet forwarding. In-deep description of Flow Specs is out of the scope of

this document.

2.1.1.3 Admission Control

The network resources are finite, that means limitations on maximum numbers of flows, band-

width constraints, etc. All this forces the IntServ framework to monitor the state of the re-

sources and to compute the viability of accepting new flows.

The problem is aggravated by the fact that this control has to be monitored on each hop of

the IntServ enabled network independently, because each hop can have different resources or

flows on a given time.

Another task of the Admission Control is to renegotiate the Specs of new incoming flows

in the case that there aren’t enough resources available.

Usually the policy behind this is: better not to give a service at all than giving it defective.
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2.1.1.4 Traffic Shaping and Policing

When all the connection is setup, and all the resources are allocated, there is another issue to

consider: decisions to make when the flows do not comply with the Specs.

When a flow sends more traffic than is allowed to, the gateway has to Shape the traffic

forcing it to comply with the specs. The rest of the traffic which does not fit on this shaping

can be treated in several ways:

• Drop the packets using algorithms such as RED [48].

• Treat the rest of the traffic as Best Effort.

• Mark the packets for later dropping in case of congestion.

• Take care that the non-conformant traffic does not affect the conformant one.

• Do nothing.

2.1.1.5 Issues with IntServ

The main problem in IntServ is scalability, the fact that this framework monitors and reserves

resources for each flow is unbearable on big topologies like Internet, where a core router can

have hundreds of thousands of simultaneous flows. The memory and computational power

required for maintaining information too high.

Another minor problem found on IntServ is that this framework forces the application to

know the traffic parameters before even starting the transmission. This constraint can be easily

achieved on some protocols, but is almost unpredictable on others, where burst traffic is more

common.

2.1.2 Differentiated Services

As seen in the previous section, IntServ problem relies on scalability. For solving this issue the

Differentiated Services (DiffServ) framework was designed.

DiffServ solution to QoS Provisioning takes a more generic approach when classifying

traffic. IntServ based its approach in a-priori resource reservation on a per flow basis, with

all the problems related with this. On the other hand, DiffServ rather gives priority to the

aggregated traffic by taking precedence in the gateway, but without actual resource reservation.
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This solution permits to use the free bandwidth, when not used by higher priority classes, by

any traffic passing the link.

Such methodology enables efficient use of the bandwidth, with a much more scalable in-

frastructure. The drawback of this approach, though, is the lack of control over specific flows.

Without the big overhead of resources management for handling all the flows, the mecha-

nism, increases the forwarding performance, thus doing of DiffServ a proper candidate to be

used on high load links, where millions of flows are forwarded constantly, namely, the core

network.

2.1.2.1 Traffic Classification

One of the main strengths of DiffServ is its ability to aggregate many flows into classes. This

permits to ease flow management to the point of Class management.

DiffServ as stated on [91] defines different classes of service, where the traffic is classified

depending on its characteristics, there are two main classes: Expedited Forwarding (EF) and

Assured Forwarding (AF). In the first class falls all the traffic which need low losses, low

latency, low jitter and bandwidth assurance inside the whole DiffServ Domain. While Assured

Forwarding is developed for the traffic with weaker network constraints.

Such classification into classes, where several flows will belong to the same class, can be

achieved by marking the packets which belong to a class. This marking has to keep compatibil-

ity with any router or host which is not aware of the DiffServ technology. This is accomplished

by the use of the Differentiated Services Code Point (DSCP) field on the IP header. Part of the

older Type of Service (ToS) field.

ToS: This field has 8 bits. Its goal is to change the default forwarding policies of the gateway

for special traffic. There is only a consensus on the first 3 bits of the whole field, which

indicate the IP precedence. It ranges from 111 (max priority) meaning Network control, to 000

(minimum priority) for routine traffic. A full discussion about these bits can be found at [32].

The rest of the bits are divided in two parts, one part with 4 bits where there isn’t consensus

about its meaning. These are defined on [8], but due to the lack of standardisation, generally,

are ignored by the routers. Its meaning is shown on Table 2.1. The remaining bit is marked as

unused and will be left for future use.
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ToS Semantics

1000 Minimise delay
0100 Maximise throughput
0010 Maximise reliability
0001 Minimise monetary cost
0000 Normal service

Table 2.1: RFC-1349 ToS values

DSCP: Given the issues with the ToS field, IPPM Working group decided to provide a more

generic framework for the ToS field and created the DiffServ CodePoint [91], with the aim of

providing a facility so that packets marked with specific DSCP have a defined performance or

forwarding behaviour at each hop.

DSCP uses 6 bits of the ToS field, with the other two left for future use. This field has been

splitted into pools of Codepoints, with a different goal for each pool as shown in Table 2.2.

Pool Codepoint Space Assignment

1 xxxxx0 Standard action
2 xxxx11 Experimental/local action
3 xxxx01 Experimental/local action (subject to standardisation)
Default 000000 Best-effort forwarding

xxx000 For IP precedence compatibility

Table 2.2: RFC-2474 DSCP

The table shows the general form of the field, currently there is only standardised the DSCP

for standard action, leaving the rest for testing on experimental networks. Another important

point is that the codepoint is backward compatible with the IP precedence on the old ToS. It

also has backwards compatibility with the default Internet behaviour, which leaves the value

000000 to the best effort traffic.

All in all, DSCP’s limitation are given by the maximum classes available, that is 64. The

upside of this limitation is that each domain can specify the service provided autonomously.

Despite the 8bit available for Classes of Service (CoS), from the practical point of view

only a subset is used. Table 2.3 shows the classical division into CoS as described in [64], the
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table details each CoS in terms of metric constraints. Details about the metrics and its definition

can be found in Section 3.1.

Network
Parameter

QoS Classes
Class 0 Class 1 Class 2 Class 3 Class 4 Class 5

IPTD 100ms 400ms 100ms 400ms 1s U
IPDV 50ms 50ms U U U U
IPLR 1×10−3 U
IPER 1×10−4 U

Table 2.3: QoS class definitions and performance objectives. IPTD: IP Transfer Delay; IPDV: IP
Delay Variation; IPLR: IP Loss Ratio; IPER: IP Error Ratio

2.1.2.2 Per Hop Behaviour

The continuous changes of services, and service constraints, on the Internet forced DiffServ

to define classes and not services. Classes define general behaviours which are not tied to

actual services. In fact, the service, or services, will be mapped to a class which will receive a

special treatment at each hop of the whole DiffServ domain. This behaviour definition is called

Per-Hop-Behaviour (PHB).

PHB specifies the traffic constraints, such as reserved bandwidth to the class, which will be

formed by different flows or services, named Behaviour Aggregates (BA).

PHB does not define how the packets will be treated at the gateway, because that is ad-

dressed by using queueing mechanisms, such as WFQ or CBQ. PHB just defines how the final

result has to be, complying with the specified contract or Service Level Agreement (SLA).

When several PHB are similar, they end up forming which is called a PHB Group. An

example of PHB Groups is Assured Forwarding.

The only difference between classes is DSCP, which detailed meaning depends on the

actual implementation on the gateway. This can differ greatly among administrative domains,

thus arising the need of some compatibility mapping across them. This mapping is called

Per-Domain-Behaviour (PDB) defined on [92].

PDB defines the SLA of the packets on the ingress and egress points of a domain through

the Service Level Specification (SLS). The actual result of this is a DSCP mapping between

two administrative units (domains).
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2.1.2.3 Service differentiation

In a DiffServ environment, the packets arrive usually with a zero DSCP, and is the DiffServ

router who will need to mark the packets given some predefined conditions. For this marking

to be possible, DiffServ has to provide some hints on which possible classes are available for

sending the aggregates to.

Besides of Best-Effort, DiffServ defines two different categories, Expedited Forwarding

(EF) [66] and Assured Forwarding (AF) [54]. Those classes have a specific DSCP belonging

to the Pool 1 of the DSCP classification.

Expedited Forwarding: Also known as Premium Service. DiffServ does not standardise

such services, only the PHBs, but IETF decided to present some sample services. EF being

their first example, where the EF PHB gives its traffic low loss, low latency, low jitter and

bandwidth assurance.

Given those tight constraints, EF traffic has to be tightly limited to avoid starvation of other

aggregates. When EF is used it has absolute priority regardless the other traffic on the link,

when EF exceeds the assigned bandwidth for its contract, it is immediately discarded to avoid

congestion.

This service should be used only on reduced traffic with very tight constraints. The reserved

Codepoint for this aggregate is 101110.

Assured Forwarding: The EF class is unique. On the other hand AF has the particularity of

being a PHB Group, this way a service provider can classify its customers depending on their

contracted service, AF defines four classes (sometimes three of them named after the sports

medals: Gold, Silver and Bronze) and on each class there are three drop precedences of the

exceeding traffic as depicted on table 2.4

Drop Precedence Class AF1 Class AF2 Class AF3 Class AF4

Low (1) 001 010 010 010 011 010 100 010
Medium (2) 001 100 010 100 011 100 100 100
High (3) 001 110 010 110 011 110 100 110

Table 2.4: AF Drop precedence
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The deployment of AF (together with EF) requires some admission control for not reserving

more resources than the actually available.

Each class has allocated its own resources, each packet has assigned a queue which depends

on its contract, when the network is congested, the administrator can decide to increase the drop

precedence for customers with less charging fees given that AF only provides soft guarantees.

2.1.3 Multi Protocol Label Switching (MPLS)

MPLS as stated on [105] and [104] has the aim to combine switching functionalities of Layer

2 with advanced routing capabilities found on Layer 3. This mixed approach differentiates

MPLS over the common IP routing framework:

• No more necessity of the longest match algorithms of IP routing.

• IP routing table reduction. Now the gateways switch IP packets.

Basically MPLS defines the following concepts which form its specification:

• Forward Equivalent Class (FEC): group of packets forwarded through the same path and

with the same treatment on the routers.

• Label Switching Router (LSP): an MPLS node capable of forwarding packets with labels.

• Label Edge Router (LER): entry/exit point for an MPLS domain to/from the IP world.

Label switching permits that the IP header is only checked once at the entrance of the MPLS

domain, LER is in charge of process the IP header like a common router and then attaches the

Label to the packet. From that moment, all the routers on the domain handle the packet using

that label.

2.1.3.1 Basic description of MPLS

As said before, instead of the longest match for routing, MPLS places a label to do the work.

Each FEC has the same label inside the domain. The label is used for forwarding. The LER at

the exit of the domain extracts the label.

Such label belongs to the MPLS header which has 32 bits and is formed by:

• Label (20 bits): the actual label. A stack of labels can be used for hierarchical routing.
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• Exp (3 bits): Experimental.

• S (1 bit): indicates whether this is the last label on the stack.

• TTL (8bits): this field gets copied by the LER from the TTL in the IP header. And is

written back on the exit point (also the LER).

Any intermediate router can change the label depending on a table which indicates Next-

Hop and new label (label swapping), similar to ATM networks, where a Virtual Circuit in a

switch has an entrance VPI/VCI which correspond to an exit VPI/VCI.

2.1.3.2 Label Distribution

For the protocol to work properly, the entities of the MPLS domain have to agree on the used

labels, its meaning and the association with the actual FEC. That’s why a Label Distribution

Protocol (LDP) is needed.

For commodity, the LDP protocol is built on top of existing protocols, i.e. RSVP, which

was originally intended for IntServ. The protocol determines the action which has to be taken

when a packet with certain label arrives at the router. Common actions involve: pop a label,

push a label, swap labels, etc. More information can be found at [68].

2.1.3.3 Traffic Engineering

Another important subject to have in mind, are the QoS and route optimisations permitted by

the protocol. In fact, the Reservation Protocol used for the label distribution, with minor mod-

ifications (RSVP-TE) can be used for resource reservation, but in this environment refererring

to a FEC, and not to a single flow. With the obvious burst in performance and the lowering of

needed resources for doing so.

2.2 Interdomain QoS provisioning extensions

The interdomain scenario forced the research groups to change typically working QoS proto-

cols. The reason was to adapt them to a new point of view given that different administrative

domains can have different policies or different bandwidth availability.

On one hand there is a protocol (COPS) which tries to join the IntServ accuracy with the

DiffServ scalability, that results in a protocol with low signalling overhead, with classes of

service and admission control policies.
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On the other hand there are extensions to the classical BGP routing protocol, which insert

QoS capabilities to interdomain environments. Here we discuss QBGP and EQ-BGP [81].

2.2.1 Common Open Policy Service (COPS)

As stated on the Assured Forwarding description for the network to guarantee some QoS, it

has to deploy some kind of Admission Control (as in IntServ). The reason is straight-forward,

if there isn’t any AC and there are one thousand flows of a gold class, the silver, which has,

say 100 flows, will perform better because its queue will be unloaded, but the gold’s will be

dropping packets, despite of their theoretical better traffic guaranties.

For issuing admission control there are several options, one of the most used is COPS,

defined at [39].

The Common Open Policy Service (COPS) protocol is a simple query and response pro-

tocol. It can be used to exchange policy information between a policy server (Policy Decision

Point or PDP) and its clients (Policy Enforcement Points or PEPs). One example of a policy

client is an RSVP router that must exercise policy-based admission control. At least one pol-

icy server exists in each controlled administrative domain. COPS protocol has a simple but

extensible design. The main characteristics of the COPS protocol include:

• COPS employs a client/server model where the PEP sends requests, updates, and deletes

to the remote PDP and the PDP returns decisions back to the PEP.

• COPS uses TCP as its transport protocol for reliable exchange of messages between

policy clients and a server.

• COPS is extensible in the sense that it is designed to leverage self-identifying objects.

It can support diverse client specific information without requiring modifications to the

COPS protocol itself.

• COPS was created for the general administration, configuration, and enforcement of

policies.

• COPS provides message level security for authentication, replay protection, and message

integrity. COPS can also reuse existing protocols for security such as IPSEC or TLS to

authenticate and secure the channel between the PEP and the PDP.

• COPS is stateful in two main aspects:
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– Request/Decision state is shared between client and server.

– State from various events (Request/Decision pairs) may be inter-associated.

• Additionally, COPS is stateful since it allows the server to push configuration informa-

tion to the client, and then allows the server to remove such state from the client when it

is no longer applicable.

All the above functionality is accomplished by a very efficient signalling protocol which

mixes the advantages of both DiffServ and IntServ. The entity in charge of managing all this is

called Bandwidth Broker (which in fact is the PDP).

2.2.2 Quality Border Gateway Protocol (QBGP)

The QBGP is an extension of BGP4 protocol that allows to include into exchanged BGP up-

date messages the information about available network services (traffic classes) and the QoS

level offered along the path. The first extension of BGP was originally proposed at [3]. This

approach assumes that BGP update messages include additional parameter, called TE (Traffic

Engineering) weight. This parameter can express available bandwidth, the number of hops,

maximum delay, etc. The value of TE weight may improve the routing decisions performed by

particular domains.

Other proposed extensions to BGP were done, by adding attributes such as QoS NLRI

(Quality of Service Network Layer Reachability Information) that allows to exchange between

ASs QoS related information, like:

• Packet rate (reserved, available).

• One-way delay metric (minimum, maximum, average).

• Inter-packet delay variation.

• Loss rate.

• PHB Identifier.

This information is used for performing routing decision and then it is advertised to the

neighboring QBGP routers.

Several work groups have considered different approaches to QBGP. The most important

being:
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• CoS capability: used at the TEQUILA project [122] and renamed at MESCAL project

[86] as MC identifier. It uses QBGP to exchange only the information about available

Classes of Service (Meta Classes). In this approach the created path includes informa-

tion about supported classes of services, but there is no detailed information on QoS

experienced on paths.

• QoS parameter: used at TEQUILA and again renamed at MESCAL as QoS information

based that uses QBGP to exchange detail values of QoS parameters offered by a given

traffic class in particular domain. As a result QBGP provides information about the value

of QoS parameters experienced on particular path. Moreover, in MESCAL project, the

QoS based approach was further enhanced by measurements of the actual offered QoS

level.

2.2.3 EQ-BGP

The EQ-BGP [81] protocol was developed within the EuQoS project [45] with the aim of

performing interdomain QoS Routing (QoSR). The objectives of EQ-BGP are to advertise and

select the routing paths for the different CoSs. The considered CoS are same as we introduced

in Table 2.3. EQ-BGP extends the BGP-4 routing protocol in the following way.

First, EQ-BGP includes an optional path attribute that considers information about the QoS

capabilities of a path. Second, it includes a QoS assembling function for computing aggregated

values of the QoS parameters for the whole routing path. This assembling function supplies

the sum of the delays for each segment of a path or the minimum available bandwidth along a

path. Third, EQ-BGP has a QoS-aware decision process for selecting the best end-to-end path

for the different CoSs. And fourth, EQ-BGP handles multiple routing tables in order to store

the available paths for each end-to-end CoS.

EQ-BGP performs QoS routing in multidomain networks by taking into account both intra

and interdomain QoS information. For that purpose, each EQ-BGP router advertises to its

neighbours the reachable destination addresses including information about the available end-

to-end CoSs. On that basis, each EQ-BGP router selects the best QoS path for each end-to-end

CoS and informs its neighbours about its choice. Thus, EQ-BGP sets the roadmap for the

available QoS paths between each pair of source and destination networks. These paths are

called end-to-end QoS paths and they are computed and advertised by EQ-BGP routers for

each CoS separately.
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2.3 Quality of Experience

QoS has been used as a mechanism to provide network level guaranties. But given the increase

of different services on the network this concept has evolved into Quality of Experience (QoE).

QoE is a subjective measure of the user’s satisfaction of a given service. In ITU Recommen-

dation G.1080 and G.1081 (still in draft mode) QoE is defined as: The overall acceptability of

an application or service, as perceived subjectively by the end-user. They define the require-

ments in a network independent fashion. The restrictions are specified in terms of video, audio,

graphics or end-to-end communication and how these services affect the network transport

behaviour.

In our work we will consider the service only as a network service, usually meaning a

real-time communication such as a VoIP conversation.

QoE is related to QoS but it differs in some points: where QoS refers to the network point

of view of quality by objectively measuring its behaviour. QoE represents the higher layer,

human perception, and thus subjective measures.

These differences between QoS and QoE have a number of implications:

1. New point of view about what, why and how to measure.

2. Totally different set of metrics:

• Objective.

• Subjective.

3. Different targets in order to define the different metrics and uses of the results.

The new point of view implies that now we will need to monitor different set of properties:

audio/video codecs, quality of the speakers, mood of the users, etc.

As it can be noted the amount and diversity of the parameters makes of QoE a very complex

issue.

As pointed out before, QoE is subjective by nature, because each user can have radically

different opinions about the quality of a communication. Eventhough there are several efforts

invested on “objectivising” the QoE, in terms such as Mean Opinion Score, which we detail in

the next chapter.
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Finally QoE is related to QoS in the sense that depending on the desired QoE for an event,

this will be converted to specific QoS policies and network behaviour. Nevertheless, this map-

ping is still under development by the competent organisations (e.g. ITU-T).
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Network Measurements

We have seen that Quality of Service is necessary, but the deployment of a QoS enabled net-

work with custom policies needs an extra component. It is the actual assessment that the quality

is properly delivered.

From the network point of view, this implies that specific network metrics (e.g. One-Way

Delays, Packet Loss Ratio, etc.) are delivered within bounded thresholds. The network has to

guarantee those parameters and, take the necessary actions when they are not being provided.

Actions to enforce QoS contracts are, for example, early dropping best-effort traffic or forcing

routing changes using traffic engineering [47].

Hence, there is a tight relation between QoS provisioning and network status. Classically,

such network status is measured in terms of Metrics.

Metrics can be computed using different techniques, all wrapped within the umbrella of

network measurements. In this area lots of research efforts have been invested, basically in

efficient ways of traffic collection, effective methods for active traffic generation with various

goals, such as network metric acquisition or topology discovery.

In the framework of network measurements, there are two main tendencies, active and

passive traffic analysis; the first one promotes the controlled injection of packets to the network,

and analysing its behaviour at the destination point. The focus relies then in the differences

between what has actually happened and what should have happened on an ideal situation.

Passive measurements, on the other hand, perform the analysis of already existent traffic,

capturing it on the fly in any intermediate point between the source and the destination. This

second approach takes advantage of analysing real traffic and not synthetic flows created by

some application.
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As stated on [127], having a good network measurement methodology is good for:

1. Network Troubleshooting: by analysing the network it is possible to pin point the sources

and the reasons of many kinds of anomalies.

2. Protocol Debugging: controlled traffic generation can help to display protocol deficien-

cies or misbehaviours under heavy load, which are difficult to debug in a production

network.

3. Workload Characterisation: by statistical traffic generation is possible to develop more

reliable network topologies or transport protocols.

4. Performance evaluation: by injecting controlled traffic on the network or by analysing

already existent flows, it is possible to assess if the network can comply with the con-

tracted SLAs.

Before discussing about Active and Passive traffic measurements, it is important to gather

some knowledge about the Metrics we can compute with these mechanisms. In the next section

we present the most relevant metrics, focusing on the ones related with SLA assessment.

3.1 Network Metrics

On a networking environment there is a huge amount of parameters to be measured. In the

effort of standardising such parameters has been carried by two major organisations: Inter-

national Telecommunication Union (ITU) [58] and IP Performance Metrics (IPPM) [1]. This

section describes the definition given by both organisations about the more common metrics.

3.1.1 IP Performance Metrics (IPPM)

IP Performance Metrics (IPPM) is a Working Group of the Internet Engineering Task Force

(IETF) [56], their task is to develop a solid criteria for defining all the concepts related to

performance metrics, hence the name of the working group.

This definition work has the aim of developing a set of standard metrics which could be

applied to measure the quality, the performance and the reliability of Internet communications.

The metrics are not focused on providing a subjective result but objective analysis, which will

highlight an unbiased quantitative measure of performance.
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IPPM in the specification of its metrics defines some basic concepts required to understand

them:

• Wire time: Wire-time is the time that takes a packet from the delivery of its first bit on

the physical wire (out of the Network Interface Card (NIC)) until the reception of the last

bit on the other side.

• Type-P packet: Given a set of packets, a Type-P packet is a packet that complies with

certain specified condition, the set of Type-P packets are the chosen for computing the

desired performance metrics, Type-P packet selection can be left as general as desired

or, on the other hand, it is possible to narrow the condition to match only a few set

of packets in the whole measurement as stated on [96], where a framework for generic

metrics notation is introduced.

Following sections will describe the set of important measurements stated by the IPPM

WG. All this section supposes that the packet sent is a Type-P packet unless noted differently.

3.1.1.1 Connectivity

Connectivity measurement is defined on [79], and its aim is to define whether there is connec-

tivity between a source and a destination or not, either in one way, from source to destination,

or both ways.

Connectivity is a property that depends on an instant T, where such connectivity has to be

tested, so the Unidirectional connectivity is accomplished when at a time T a packet send from

the source (A), can reach its destination (B).

With this definition, defining Bidirectional connectivity is almost trivial: When there is

unidirectional connectivity from a point A to a point B and from the point B to the first one,

then the bidirectional connectivity is achieved.

This metrics are called Instantaneous One-Way/Two-Way connectivity respectively.

Mathematical remarks: Connectivity is considered as a boolean variable on a given instant

(T) for a given connection.

This arises the need to determine connectivity during an interval, so a new metric is de-

fined from the previous one: One-Way/Two-Way Connectivity (note the absence of the word

Instantaneous). Where the connectivity is checked on an instant T during a dT interval.
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3.1.1.2 One Way Delay

One Way Delay, as stated on [5] is:

For a real number dT, ”the *Type-P-One-way-Delay* from Src to Dst at T is

dT”. This means that Src sent the first bit of a Type-P packet to Dst at wire-time T

and that Dst received the last bit of that packet at wire-time T +dT .

Which means that the OWD is the time passed from the first bit of the packet sent to the network

to the last bit reached its destination.

An assumption usually taken on this metric is to compute the End to End delay, which

includes the Wire-time as stated before, but also the overhead imposed by the application’s

packet generation time and its processing time at destination.

Instantaneous One Way Delay (OWD): If there is a packet flow from source to destination,

the definition of OWD is not complete, given that it only assumes one packet. Thus, the Instan-

taneous One Way Delay is the OWD of each packet which belongs to a set of Type-P packets

taken individually. The result shows the time evolution of the delay each individual packet has

to travel towards its destination.

By default when speaking about OWD calculation, instantaneous one way delay is sup-

posed.

Mathematical remarks: Mathematically, the One-Way Delay is a strict positive real value.

It is computed by subtracting the sender’s timestamp to the reception time as shown on equation

3.1 where N is the number of sent packets for the tests.

OWDi = Treceptioni−Tsenderi 1≤ i≤ N (3.1)

In order to have an accurate OWD it is mandatory that both endpoints, Source and Des-

tination, must be synchronised (i.e. have the system clocks marking the same hour at some

instant), as will be described on section 4.1.

3.1.1.3 One-Way Packet Loss

One-Way packet loss over a Type-P packet, is the condition whether a packet was received on

a time T from a source to a destination.

It is computed in a one way fashion for different reasons as defined on [6]:
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1. Asymmetry over a path: Not always the response to a packet is sent over the same path

back to the origin. So there is no relation of packet losses on the flow.

2. One-Way traffic: Real time applications or UDP traffic are unidirectional.

It is important to remark that a corrupted packet is also considered a lost packet even if it

reaches its destination. Key difference with the ITU’s recommendation, where a packet loss

and an errored packet are considered different.

Mathematical remarks: Under the point of view of IPPM, the One-Way Packet Loss is a

boolean metric, where 0 means that the packet has been received properly, and 1 when the

packet has been lost.

If considered over a dT time interval, there is the packet loss ratio, computed as:

PLRdT =
#Loss
#Total

(3.2)

Usually this is the used metric regarding packet losses to assess the network quality.

3.1.1.4 Round-trip delay and Loss

Despite the inconveniences presented before, Instantaneous Round-Trip delay usually applies

to the great majority of Internet flows because of its bidirectionality.

As defined on [7]:

Instantaneous Round Trip Delay of duration dT is the time passed since a

source emits a packet to a destination, until this destination answers back by emit-

ting a response packet as soon as possible.

The definition and use of this metric is much easier over OWD, where there is no need to

synchronise the system clocks of the involved hosts, the Source (Emitting entity) and the Final

Destination (Receiver of the response) are actually the same machine.

By default when referring to Round-trip Delay it has to be understood as Instantaneous

Round-trip Delay.
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Mathematical Remarks: Just as the One-Way Delay, the value obtained from the previous

definition is a strictly positive real number pointing to an Instantaneous Round-trip Delay.

If there is a sample of packets where the Round-trip has to be computed the applied formula

is the one shown on 3.3, which is the same as for the One-Way Delay with the difference that

the timestamps are taken from the source machine only.

RT Di = Treceivedi−Tsenti 1≤ i≤ N (3.3)

Packet Losses: A packet is considered Lost on the Round-Trip Delay either when the packet

emitted by the source does not reach its destination, or when the response is lost.

Another possible situation is when the delay obtained is greater than a predefined threshold

(usually 255 because of the TTL).

3.1.1.5 IP Delay Variation

IP Delay Variation as stated on [34] is:

The variation in packet delay is sometimes called ”jitter”. This term, however,

causes confusion because it is used in different ways by different groups of people.

”Jitter” commonly has two meanings: The first meaning is the variation of a

signal with respect to some clock signal, where the arrival time of the signal is

expected to coincide with the arrival of the clock signal. This meaning is used

with reference to synchronous signals and might be used to measure the quality of

circuit emulation. There is also a metric called ”wander” used in this context.

The second meaning has to do with the variation of a metric (e.g. delay) with

respect to some reference metric (e.g. average delay or minimum delay). This

meaning is frequently used by computer scientists and frequently (but not always)

refers to variation in delay.

Definition 1. IP Packet Delay Variation (IPDV) defined for a selected pair of
packets in the stream going from measurement point MP1 to measurement point
MP2.

The IPDV is the difference between the one-way-delay of the selected packets.
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Instantaneous IP Delay Variation (IPDV): When dealing with Instantaneous IPDV, instead

of arbitrarily selecting a pair of packets, we will consider two consecutive packets of the flow.

In the case of any packet losses the computation of IPDV will be avoided.

As on the OWD computation, when speaking of IPDV in general, the computation of In-

stantaneous IPDV is supposed.

Mathematical remarks: Once the selection algorithm is chosen, the formula used for the

Instantaneous IPDV can be seen on the equation 3.4.

IPDVi = OWDi−1−OWDi 1≤ i≤ N (3.4)

IPDV as stated on the above equation can be any real number, either positive or negative.

In this case the clocks synchronisation is not necessary per se. The only requirement is that the

rate of both clocks must be the same, this is known as skew as will be discussed throughoutly

in Section 4.1.

3.1.1.6 Bulk Transport Capacity

Bulk Transport Capacity (BTC) as defined on [82] is the maximum net transport capacity of

a link using a single congestion aware protocol (i.e. TCP) connection. This highlights the

maximum theoretical capacity of the link which connects two different end points.

Is important to notice that the result (in bits per second - bps) refers to the net throughput,

where all headers, retransmissions or losses are discounted of the overall performance.

This metric gives an idea of the maximum performance from an user point of view where

big data transfers are involved (FTP, big HTTP downloads...).

Mathematical remarks: As stated above the unit for measuring the BTC are the bps, as

in Kbps (Kilobit per second 103bps), Mbps (Megabit per second 106bps), Gbps (Gigabit per

second 109bps), etc. The final bandwidth is computed with equation 3.5 which refers to the

whole transmission. In the equation data sent refers to the net number of bits transmitted, and

time taken is the time in seconds since the start of the transfer until the end.

BTC =
data sent

time taken
(3.5)
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3.1.1.7 Loss patterns and Loss Bursts

Packet losses reflect directly the quality of the network, but more importantly different loss

patterns could bring different effects to the user, even with the same Packet Loss Ratio (PLR).

The definition of this metric can be found at [71]. This RFC defines two different metrics:

1. Loss Distance: given a set on packets which are numbered in a sequence order, the loss

distance is the amount of consecutive lost packets.

2. Loss Period: indicates the starting point and the duration of a lossy period. The duration

can be specified both in terms of number of packets or time interval.

Bursty losses degrade the quality to a higher degree than sporadic packet losses, since

application’s correcting algorithms do not work in such situations [59]. In [17] and in [71] the

authors define a loss burst as the sequence of consecutive lost packets. With this definition it is

possible to detect lossy periods efficiently, but in a congested environment many of those loss

periods can be chained together, with few successfully transmitted packets, forming a longer

time period with poor network conditions, this behaviour is not considered on the metric, but

due to its importance and practical applicability, we improve this burst definition by inserting

density concepts to the classic definition in Section 8.1, as part of contribution of this work.

3.1.1.8 Link Bandwidth Capacity

Link Bandwidth Capacity (LBC) is also known as Available Bandwidth (AB). There is no RFC

defining this metric yet. However, there is much related work that studies it, for example [94],

[120].

As opposite to BTC, Link Bandwidth Capacity (LBC) estimates the available bandwidth

between two end points, in this case, the metric obtained only measures the maximum theoret-

ical bandwidth, without congestion control and without any additional information.

The main problem with this metric is that it can be highly variable given that it depends

on the actual use of the network. Nevertheless, not always is possible to overload the network

for computing its BTC. Therefore LBC is the most common alternative when estimating the

Available Bandwidth on a network. More discussion about this topic will be done in section

3.2.2.
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3.1.2 ITU

On the other side of IPPM’s practical approach towards standardising QoS metrics, ITU with a

broader scope on their recommendations specify similar parameters on a slightly different way,

taking into account a more general description of the metrics.

By default all the ITU metrics refer only to one way traffic, or at least, to the unidirectional

part of a bidirectional flow.

This section is devoted to the explanation of such different views of the same concepts. As

before, some previous definitions are necessary for understanding ITU’s specifications (defined

in [64]):

• Measurement point (MP): point between source and destination where any performance

events can be observed and measured.

• Section: part bounded by MP. The most important sections are:

– Basic sections: any group of sections between source (SRC) and destination (DST).

– End-to-end IP network: MP located either on SRC and DST.

• Transfer Event: IP Packet transfer events occur when an IP packet crosses an MP, is

verified that it is valid and the source and destination addresses are correct.

ITU states that for measuring the performance metrics, it has to be done necessary using

the IP packet transfers, this describes the status of the transfer. ITU defines four IP packet

transfer outcomes for packet delivery. They can be:

• successfully transferred: packet reaches its destination successfully.

• errored: corrupted header or errored payload arrived at DST.

• lost: the IP packet never reaches its destination.

• spurious: an IP packet arrived successfully at its destination but SRC didn’t send it. This

effect is also know as spoofing.

Of all the IP packets on a link, the population of interest is the set of IP packets which

will be under study (analogous to the IPPM’s Type-P packet). In the end-to-end case, usually

this will mean, all the packets going from SRC to DST.
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3.1.2.1 IP packet transfer delay (IPTD)

Is defined for all successful and errored packet outcomes across a basic section. IPTD is (t2−t1)

between the egress event at t2 and the ingress event at time t1. In this environment (t2 > t1).

This definition is analogous to One Way Delay defined previously.

Mean IP packet transfer delay: is the arithmetic average of the delays of the population of

interest.

Outliers on IP packet transfer delay: ITU’s outlier definition considers packets out of the

99.9th percentile as outliers which cannot be considered for the analysis. In some specific

situations one can consider 95th percentiles.

In the case of outliers for the minimum case they are often not considered since the hard

minimum is determined by physical constraints. Nevertheless sometimes the 0.1th percentile

or the 5th percentile can be used.

This specific definition for outliers is one of the main differences with IPPM, where the

metrics are considered per Type-P packet, leaving open the outlier or the statistical operations

over the metrics to the user.

3.1.2.2 IP Packet Delay Variation (IPDV)

Analogous to IPDV defined by IPPM, the main difference is that it is composed by a single

value per time interval. It is computed using:

IPDV = IPT Dupper− IPT Dmin (3.6)

Where IPT Dupper is the 1−10−3 quantile of the OWD, and IPT Dmin is the minimum OWD

value of the measurement. This permits the detection of congestion in the network, analysis of

the TCP window behaviour, and effects on IPDV of routing updates.

In QoS environments IPDV limits the lower bounds of the reception buffers. This metric is

important both for the interactivity (small buffers) and the quality (late packets are considered

as lost) of the communication. ITU-T defines an upper bound of 50ms for the real-time classes.
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End-to-end 2-point IP packet delay variation: Given two MPs the IP packet delay variation

is the delay of a given packet (xk) and a defined reference IP packet delay between the same

MPs, which is the first packet from SRC to DST of the population of interest.

Variations on the above description can be considered, either taking the reference IP packet

as the minimum or the maximum absolute value of the set of IP packets.

3.1.2.3 IP packet error ratio (IPER)

IP packet error ratio is the ratio of total errored IP packet transfer outcomes to the total of suc-

cessful IP packet transfer in a population of interest. There is no equivalent for this definition

in IPPM’s definitions.

During this thesis we will consider the IPPM approach, that is to assume that errored pack-

ets are lost.

3.1.2.4 IP packet loss ratio (IPRL)

IP packet loss ratio is the ratio of total lost IP packet transfer outcomes to the total of successful

IP packet transfer outcomes in a population of interest. To compute this metric we need a time

interval (t1, t2) and knowledge about the transmitted and received packets. Then it is computed

by using equation 3.2, where dT in ITU’s nomenclature is the time interval (t1, t2).

3.1.2.5 IP packet severe loss block ratio (IPSLBR)

Convenience metric, extracted from IPRL, it defines a period of time with unusually high

packet losses. Tentatively the threshold to consider IPSLBR is when a network has more than

20% IPRL in a one minute interval. Rendering any service carried by the network unusable.

Not directly, but with the Burst definition we issue in Section 8.1 we use similar concepts

as IPSLBR.

3.1.2.6 Spurious IP packet rate

Spurious IP packet rate is the number of spurious IP packets found on a MP divided by the

time interval of the observation.
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3.1.3 Subjective Metrics

In opposition to the objective metrics studied so far, the user level metrics are related to QoS

level experienced by the user (QoE). It is also called Perceived QoS (PQoS). These metrics refer

to the overall quality experienced by users. This quality is influenced by QoS assured at the

network level, the quality of voice/video codecs, the effectiveness of supporting mechanisms in

applications such as playback buffer, codec rate adapters, etc., as well as the quality provided

at the call level.

In this work we focus on the Mean Opinion Score (MOS) which is the metric used to assess

the quality of voice transmission. According to ITU-T [61] MOS is defined in the following

way:

The mean of opinion scores, that is the values on predefined scale, that subjects

assign to their opinion on the performance of the telephone transmission system

used either for conversation, or for listening to spoken material.

Originally, the MOS metric was only evaluated in a subjective way by the group of users,

who mark the quality of a voice transmission in the scale from 5 to 1, where the following

scores are used: 5=Excellent, 4=Good, 3=Fair, 2=Poor, 1=Bad quality. However, apart from

subjective approach, the MOS value can also be evaluated based on objective models or es-

timated models, see [61], [121]. As a consequence, we distinguish different types of MOS

metrics as presented in Table 3.1, where LQ refers to Listening Quality, CQ to Conversational

Quality, S to Subjective, O to Objective and E to Estimated.

Listening-only Conversational

Subjective MOS-LQS MOS-CQS
Objective MOS-LQO MOS-CQO
Estimated MOS-LQE MOS-CQE

Table 3.1: Types of MOS metric

In subjective methods, we calculate the MOS value as an arithmetic mean of subjective

judgements of a group of users. The objective methods are performed, based on an objective

model that allows assessing the perceived quality. For example by comparison of sent and

received test signals. The estimated method allows calculating the MOS value based on a

model of a communication system (e.g. E-model as proposed in [59]). Since this approach

does not require transmission of voice signals, it can be used for the network planning.
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In Table 3.2 we present the exemplary MOS values for typical voice codecs. The MOS was

measured in the reference network, where no packet transfer delay, delay variation nor packet

losses were introduced. Note that even under such ideal network conditions, non of the codes

offer MOS equal to 5. This is caused by quality degradation introduced by the compression

algorithms.

Standard Codec Type Rate[Kbps] Frame[ms] Lookahead[ms] MOS value

G.711 PCM 64 - 0 4.43
G.729 CS-ACELP 8 10 5 4.18
G.723.1 ACELP 5.3 30 7.5 3.83
G.723.1 MP-MLQ 6.3 30 7.5 4.00

Table 3.2: MOS values for typical voice codecs

The MOS metric can also be used for evaluation of video quality. Its definition is similar

to voice assessment. More details can be found in [63].

3.1.3.1 Subjective Assessment Method

The ITU-T in [61] recommends two methods for the subjective assessment of MOS that corre-

spond to conversation-opinion tests and listening-opinion tests.

Conversation-opinion tests require participation of a number of user pairs, who take part in

a normal conversation using voice or videoconference application. Every conversation should

be purposeful and should have a natural beginning and a natural ending. The conversation

must never be terminated in the middle of the test. After the test, each participant scores

the perceived quality in the MOS scale. Conversation tests are intended to reproduce in the

laboratory environment the conditions as close as possible to real-life.

Listening-opinion tests require participation of a speaker and a number of listeners. The

speaker reads a list of previously prepared sentences or phrases, while the listeners only listen

and give opinions about the perceived voice quality. The speech material should consist of

simple, meaningful and short sentences, chosen at random as being easy to understand. These

sentences should be made up into lists in random order in such a way that there is no obvious

connection of meaning between one sentence and the next. Very short and very long sentences

should be avoided. The aim is that each sentence when spoken should fit into a time-slot of

2− 3 seconds. The sentences are organised in lists and after each list the listeners scores the

perceived quality in the MOS scale.
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Another approach for MOS evaluation is based on the evaluation of logatom articulation

that reflects the intelligibility of transmitted voice signals. The logatoms are meaningless words

that are composed of a group of phonemes that are characteristic for a given language. In this

test a speaker reads a list of logatoms, while listeners write them down exactly as they hear

them. After the test, the lists written by the listeners are compared with the original one and

then MOS value is evaluated based on the percentage of correctly written down logatoms.

Note that logatoms that have similar pronunciation, but were written in different way should be

treated as correct. The logatom articulation test allows for eliminating the influence of human

capabilities for guessing the meaning of words from the sentence context.

3.1.3.2 Objective Assessment Method

The objective methods are aimed at assessing the MOS value without participation of users.

For this purpose specialised models are defined that allow for the estimation of the perceived

quality. This is based on the comparison of originally transmitted voice or video signal with the

received one, but it can also be based on detailed characteristics of terminals and the network.

Below we briefly present two objective methods that are standardised by ITU-T.

Perceptual evaluation of speech quality (PESQ) method [62] was designed to estimate the

MOS value in objective way. It requires transmission of the reference test voice signals that

should be collected at the receiver side. Then, the original and the received voice signals

are compared with the special PESQ algorithm. The key to this process is transformation of

both the original and received signals into an internal representation that is analogous to the

psychophysical representation of audio signals in the human auditory system, taking account

of perceptual frequency and loudness. The internal representation is processed to consider

such effects as local gain variations and linear filtering that may – if they are not too severe

– have little perceptual significance. Finally, the PESQ algorithm compares both signals and

provides the MOS value on that basis. It should be noted that the PESQ does not provide

a comprehensive evaluation of transmission quality. It only measures the effects of one-way

speech distortion, such as degradation introduced by voice codes, channel errors, packet losses,

delay variation, time wrapping of audio signals and noise on speech quality. On the other hand,

the effects of loudness loss, delay, sidetone, echo, and other impairments related to two ways

interaction are not reflected in the PESQ method. As a consequence, it is possible to have high

PESQ scores, yet poor quality of the connection overall. The PESQ method can be applied for
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waveform codecs such as G.711; G.726; G.727 and for CELP and hybrid codecs e.g. G.728,

G.729, G.723.1.

E-model method [59] was designed to estimate the value of MOS based on the set of param-

eters that represent the terminal, network and environmental quality factors. More precisely, it

allows the computation of the MOS value based on 20 input parameters such as: voice codec

distortion, quantisation, echo, room noise, SNR, loudness, sidetone, delay, losses factors, as

well as the advantage factor reflecting human psychological aspects. Compared to other meth-

ods, the E-model does not require transmission of voice signals through the system under test.

As a consequence, the E-model can be used as a network planning tool, that allows network

designers to estimate the QoS level perceived by the users. It should be noted that E-model can

only be used in case of telephony handsets that carry narrow band voice signals (300-3400Hz).

The important issue is that the E-model has not been fully verified by field surveys or

laboratory tests for the very large number of possible combinations of input parameters. For

many combinations of high importance to transmission planners, the E-model can be used with

confidence, but for other parameter combinations, E-model predictions have been questioned

and are currently under study.

However, since the E-model is the “de facto” standard, it is the one we use in Chapter 9 for

the QoE evaluation.

3.2 Active Measurement

Active measurement, is a network testing technique that is based on the synthetic insertion of

controlled traffic on the network and its reception at the destination. One of the goals of such

testing is to measure End-to-End network parameters, which range from QoS performance

evaluation to routing algorithm analysis.

Active measurements permit a huge amount of possible actions to perform over the net-

work. This section will be mostly focused on describing the controlled traffic injection for QoS

analysis, with some overview of other possible uses of the methodology for completeness.

An important issue to consider on Active Measurement, in Passive Measurement as well, is

the accuracy of the measurement. It depends, in active testing, on the precise generation of the

probe packets and the accurate reception at destination. All the important accuracy concerns

will be explained along with the methods depicted here.
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3.2.1 One-Way testing (UDP)

In the environment of Active Measurement is possible to do lots of different classifications

depending on the characteristics of the generated traffic. This section overviews several of the

most important techniques and uses of unidirectional flow generation.

In general when one-way flows are generated it is done through UDP packets, which tend

to emulate real time applications or to compute one way metrics from the network in a prede-

termined way.

First issue to consider, when dealing with active measuring, is the definition how the pack-

ets will be generated and injected on the network. Depending on the generated pattern of the

flows the results may vary significantly.

Most common one-way patters are:

Periodic flows: periodic flows define a packet rate and a packet size, both parameters are

fixed during the tests. Usually this flows are used for one way bandwidth calculation [100] or

QoS metric computation [22].

The usefulness of such flows relies on the fact that the generation is deterministic and

known beforehand. Thus the variation of the metrics shown at section 3.1 at the reception

point are due to the underlying network with small interference at the end points.

Poissonian flows: they define a poissonian function for packet generation. Such flows are

inherited from the telephony networks where the inter-call arrival time can be modeled with

that function.

Due to its unpredictable nature, Poissonian flows are often used to test application buffers

or application behaviour under network stress.

Synthetic Real Traffic: There are some efforts to generate “Internet like” traffic. This is

a complex issue because it implies modelling the Internet behaviour. Some efforts have been

done in defining a model which can reproduce most internet traffic, usually these models are

based on the Gamma-Farima distribution.

Specially crafted patterns: there are times when a simple pattern is not enough for the

needed measurements. Thus, the generated traffic sometimes does not comply with any prede-

fined pattern, but to a general form which helps the researcher to reach his/her goal. Examples
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where this technology is applied is at [90], where special packets are sent for detecting broken

links on the path.

Independently of the used patterns the most important part is the usage of the obtained

results. There are too much work on this area to explain it here. That’s why the discussion will

be focused on the most important usages for this thesis:

• QoS Parameters: as shown in [22], with the One-Way Delay, the IPDV and the packet

losses, is possible to analyse whether the network can provide the desired QoS or not.

• Application Bottlenecks: as a different research topic. Traffic generation can help profil-

ing applications in order to detect weak points. In this direction, our work in [112] we

studied the behaviour of the linux kernel’s IP stack under various degree of stress. This

is done by generating synthetic flows in increasing intensity until packet losses occur due

to bottlenecks on the kernel’s code.

3.2.2 Bidirectional testing

Opposite to unidirectional testing, there is always the need to reproduce traffic which resembles

actual Internet traffic, in this trend, there is mandatory to test the network with bidirectional

flows, generally using TCP.

The goal of bidirectional testing is much broader that the one accomplished by unidirec-

tional flows. Usually TCP traffic has much more possible parameters to tests than a simple

UDP flow.

The major problems found are related to the protocol itself, when there is need of deter-

ministic results, TCP introduces a lot of variations to the traffic (mainly because of adaptation

algorithms).

In bidirectional flows, the real control over the traffic is handled by the protocol itself. This

excludes most of the traffic patterns seen on the previous section.

The use of traffic patterns, usually for computing one way delay metrics, along with bidi-

rectional flows is not useful. In this environment, though, other computations can take place,

like Round Trip Time, link bandwidth, response time, etc. Other studies are also possible, for

example about real traffic behaviour on the Internet for data transfers or protocol analysis.

The paradigm defined here is more close to set up an environment and generate a bidirec-

tional flow with the aim of:
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Connectivity Verification: in this case usually the generated traffic is ICMP, and the goal

is to send an Echo Request [31] to be responded by an Echo Reply in the case of the packet

reaching the destination.

Hop count: another possible test is to know the number of hops that separate two endpoints,

in this case the procedure is to generate packets with a TTL starting at 1 and incrementing it

each round. This approach permits to receive the TTL Expired ICMP packet from the router

who discarded the packet.

Geographical Localisation: on a more complex approach, there is work towards localising

hosts geographically from the RTT (Round Trip Time) delays of specially crafted packets, for

example in [129] the authors present a methodology to infer the host geographical location

from well-known landmarks and delay models.

Protocol Analysis: this study can be done also in unidirectional flows, but if a new protocol

or application is developed (say, a new HTTP server) and the goal is to compute its perfor-

mance, then the important part is to see the final user’s impact. Examples of that can be found

at [72], where the authors perform an analysis of the HTTP protocol over real servers on the

Internet.

Available Bandwidth estimation: The Available Bandwidth (AB) of an end-to-end path is

its remaining capacity, that is, the amount of traffic that can be sent along the path without

congesting it. Recently, the area of end-to-end AB estimation has attracted considerable in-

terest. Mainly because the AB is an important metric for several applications such as overlay

networks, dynamic server selection, or inter-domain path monitoring. As a result, several esti-

mation techniques and tools based on active measurements have been developed.

Most of the proposed tools designed to estimate the AB fall into two categories: the Probe

Rate Model (PRM) and the Probe Gap Model (PGM). The first model uses packet trains and it

is based on the concept of self-induced congestion. Informally, if one sends a packet train at a

rate lower than the AB along the path, then the arrival rate of the packet train at the receiver will

match the rate at the sender. However if the sending rate is greater or equal than the AB then the

packet train will congest the queues along the path and the receiving rate will be lower than the

sending rate. Tools such as Delphy [102], TOPP [85], PathLoad [36], IGI/PTR [55], pathChirp
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[103], BART [41] and AB [25] use this model. The second model (PGM) uses packet pairs and

bases its estimation on the differences of input and output time gaps of the packet pairs [120].

Routing Analysis: another important research done with bidirectional traffic is to analyse the

impact on the overall network performance of the routing algorithms. There are lots of groups

working on this subject, for example at [78] controlled packets are sent for detecting changes

on the routes and their impact on the available bandwidth from an end-to-end perspective.

3.2.3 One Way Active Measurement Protocol (OWAMP)

Despite that this protocol belongs to the IPPM defined metrics, it is important enough in active

measurements for separating it on a section of its own. This protocol is defined at [116]. The

goal of this RFC is to provide good and reliable one way metrics framework. The way of

accomplishing that is by defining a protocol that controls the progress of the tests, manages the

tests sessions, and determines if a test has been successful.

All this control is needed because, in current tests environment, there is no guarantee that

the testing methodology is correct. Typically, there are synchronisation issues (explained at

4.1), or problems related to tests repetition and management, etc. This protocol has the aim of

being a generic framework for active network testing.

OWAMP Protocol is used for active performance measuring of IP-networks by inserting

UDP streams of test-packets to the IP-network. The goal is to obtain the travel time from

source to destination for each test packet (one way delay).

A part from the UDP flows, there are in parallel TCP flows (transmitted through a different

interface) which will be in charge to control the actual tests.

The protocol: The One-Way Active Measurement Protocol (OWAMP) consists of two inter

related protocols: OWAMP-Control and OWAMP-test. Where OWAMP-Control is used to ini-

tiate, start and stop test sessions and fetch their results, while OWAMP-Test is used to exchange

test packets between two measurement nodes.

For controlling and running the tests OWAMP defines several roles:

1. Session-Sender: the sending endpoint of an OWAMP-Test session.

2. Session-Receiver: the receiving endpoint of an OWAMP-Test session.

43



3. NETWORK MEASUREMENTS

3. Server: an end system that manages OWAMP-Test sessions, is capable of configuring

per-session state in session endpoints, and is capable of returning the results of a test

session.

4. Control-Client: an end system that initiates requests for OWAMP-Test sessions, triggers

the start of a set of sessions, and may trigger their termination.

5. Fetch-Client: an end system that initiates requests to fetch the results of completed

OWAMP-Test sessions.

The tests will be done between the Session-Sender and the Session-Receiver, the protocol,

handles all the storage of the test’s parameters for future use. The possible defined parameters

are defined in OWAMP-Control. It is designed to support the negotiation of: Sender and

receiver addresses, Port numbers, Session start time, Session length, Test packet size, The

mean Poisson sampling interval for the test stream, Per-hop behaviour (PHB), Encryption and

Authentication for both test and control traffic.

This strict definition of which parameters are used and why permits deterministic results if

the tests are to be repeated (single management unit for all the parameters), or for issuing good

comparisons among different tests.

In this thesis we do not use directly OWAMP, but thanks to this structured testing method-

ology we can assure that our testing environment is correct, in terms such as synchronisation

or management.

3.2.4 Active measurement platforms

When dealing with active measurement platforms, usually the testbed is a non realistic closed

environment, where the tests are carried. There are several research projects that work to

provide a broad analysis of the Internet from an active point of view. This discussion will focus

on the most important at this moment.

Etomic: In order to visualise and to understand the dynamics of Internet its topology should

be continuously monitored and the traffic of data packets should be measured with high tem-

poral precision and good spatial resolution. This gives a nanosecond active measurement pre-

cision for inferring Internet’s topology. For further information look up at [43].
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DIMES: DIMES is a distributed scientific research project, aimed to study the structure and

topology of the Internet, with the help of a volunteer community (similar in spirit to projects

such as SETI@Home). For more information refer to [35]. Both DIMES and Etomic belong

to a greater consortium called EVERGROW [46].

Test Traffic Measurement Service (TTM): The Test Traffic Measurement Service (TTM)

measures key parameters of the connectivity between a site and other points on the Internet.

TTM allows to comprehensively and continuously monitor the connectivity of a network run-

ning an application to other parts of the Internet. This technology was first presented by RIPE

at [50].

Active Measurement Project (AMP): was initially promoted by NLANR, but since June

2006 it belongs to CAIDA. It focuses on site-to-site active measurements conducted between

campuses connected by high performance networks. The data collected by AMP is proved

to be a valuable resource for network analysis to study the network and derive performance

models for various aspects of Internet traffic [9].

CAIDA: Cooperative Association for Internet Data Analysis is one of the most active re-

search branches on both active and passive measurement platforms. The use of innovative

technologies for extracting diverse information of the Internet are developed. Projects like

Skitter (Internet Atlas Project), AS Mapping and much more fall on the Active measurement

part of this consortium. For more information refer to [23].

PERFormance Service-Oriented Network monitoring ARchitecture: (PerfSONAR) is an

infrastructure for network performance monitoring, making it easy to solve end-to-end perfor-

mance problems on paths crossing several networks. It focuses on studying the capacity and

availability of the links, specifically its perceived quality. PerfSONAR delivers a service ori-

ented interface to monitor the network status [97].

3.3 Passive Measurement

The other main trend on traffic analysis is the Passive Measurement environment. As seen

before, Active Measurements use an intrusive method for inferring network characteristics.

But we cannot use it when analysing real traffic. With synthetic flows is very difficult to

45



3. NETWORK MEASUREMENTS

simulate the network’s Internet traffic. But, when the administrators are able to capture real

traffic existing in an Internet link, the analysis could prove much more significant.

Traffic capturing has two main trends, software and hardware capturing. Both solutions are

described below.

3.3.1 Software Capture

When the capture requirement is not very hard, in terms of amount of packets per second to be

captured, there are several methods for actually capturing packets. Such methods, often, are

related on the layer where the packet is captured:

Kernel Level packet captures: This low level captures are the most useful for strict network

analysis. That’s because the sooner the packet is captured (closer to the wire) the more accurate

will be the information extracted, at least for network analysis.

At this category fall several technologies. The most important are:

1. Direct kernel support: the operating system has internal functionalities for filtering pack-

ets at kernel level. On example on this category is Netfilter [89] which is a Linux kernel

functionality.

2. BSD Packet Filter (BPF): was first presented on [84]. In infrastructure BPF is a tech-

nology similar to the Direct kernel support, given that its support has to be built-in the

actual kernel. The difference is that BPF is a broadly deployed specification, which is

available on almost all current OS implementations.

Network Layer capture: this technique is not broadly used. It does not capture when the

packets as close to the interface as possible. Instead, are captured when they arrive at upper

layers. At this point, only packets destined to the capture host or, if the host is a gateway,

packets which the next hop is the actual router are treated. Usually on this layer, the capture is

only used for firewalling purposes, because the packets can be modified.

Application Level capturing: application level capture, almost always, is the same as Active

Measurement, because the capture point is the actual application used for generating the results.

This high layer analysis is often used to extract application dependent statistics, such as user

perceived quality, response times, etc.
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3.3.2 Hardware Capture

Software capture has the advantage of versatility, and a broad scope of possibilities. But, in

nowadays networks the problem resides when there is a necessity of capturing the huge amount

of traffic on high speed links (e.g. Gigabit Ethernet link) with thousands of simultaneous flows

traversing the capture point. At this stage, is very important to have a really real-time packet

capture and processing. For accomplishing this there are the hadware capture facilities. Which,

do not have as much flexibility as the software approach, but enable wire speed capture for the

network.

DAG: one of the most famous hardware capture platforms is DAG [42]. This technology is

distributed by Endace and it has a hardware infrastructure which permits full link capture in

real-time. This solution is only needed when collecting large amounts of data.

SCAMPI: more than a product SCAMPI [106] being an IST European project, is a research

effort to build a scalable network adapter for high speed traffic collection. The device is spe-

cially designed to perform up to 10Gbps wire speed collection and tailored for monitoring

applications.

3.3.3 Passive measurement platforms

As Passive measurements is concerned, there are several research groups who work to provide

a broad analysis of the Internet from a passive point of view. This discussion will focus on the

most important at this moment.

The problem with such infrastructures is the complexity to have access to the service

provider information, therefore, the passive platforms are more difficult to deploy.

InterMON project focused on the data gathering, its automated access and database design

for inter-domain QoS analysis [88]. This infrastructure aims at delivering human understand-

able information about traffic traces.

Passive Measurement Analysis (PMA): The goal of the Passive Measurement Analysis

(PMA) project is to deliver new insights into the operation, behaviour, and health of the In-

ternet, for the benefit of network users and operations. Passive header trace data provides the
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means to study workload profiles for a number of strategically located measurement points in

high-speed environments [99].

Lobster: As a successor of the SCAMPI project, Lobster is a pilot European infrastructure

for accurate Internet traffic monitoring. Based on passive monitoring, their goal is to deploy

an infrastructure that can efficiently monitor up to 10Gbps of traffic in order to detect security

attacks, test the performance of network services [77].

CoralReef is the monitoring infrastructure proposed by CAIDA. It delivers a solid passive

monitoring platform. Monitoring of optical networks is done with an optical splitter, which

diverts a small fraction of the light from the optical fibre to the monitor device. Real-time

monitoring support includes system network interfaces), FreeBSD drivers for Apptel POINT

(OC12 and OC3 ATM) and FORE ATM (OC3 ATM) cards, and support for Linux drivers for

Endace DAG (OC3 and OC12, POS and ATM) cards. The package also includes programming

APIs for C and Perl, as well as applications for capture, analysis, and web report generation.

The CoralReef software suite includes tools for analysis of traces collected by these type of

monitors.

SMARTxAC: SMARTxAC aims to develop and deploy a passive measurement infrastruc-

ture and a real-time analysis system for high-speed links. Currently, SMARTxAC is being used

for capturing and analysing the traffic of the Anella Cientı́fica (Scientific Ring). The Anella

Cientı́fica is the name of the Catalan R&D Network, which is managed by CESCA and con-

nects about 50 Universities and Research Centres in Catalonia. Further information available

at [117].

3.4 SLA Assessment

SLA assessment is the action of verifying that the network is honouring the SLA as contracted

in advance. Prior to describing the different SLA Assessment methods, it is in order to intro-

duce the concept of Service Level Agreement (SLA).

SLA is a formally negotiated agreement existing between two different customers. In our

context the customers are the Internet Service Provider (ISP) and the big corporate customers.
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This formal agreement determines the permitted bounds on the delivered service to the cus-

tomer, often specified by the Service Level Specification (SLS) [51]. Violation of such specifi-

cations may incurr in penalties for the violating part.

The most used metrics, coming from the old telecom days, for SLA are:

• ABA (Abandon Rate): Percentage of calls abandoned while waiting to be answered.

• ASA (Average Speed to Answer): Average time (usually in seconds) it takes for a call to

be answered by the service desk.

• TSF (Time Service Factor): Percentage of calls answered within a definite timeframe,

e.g. 80% in 20 seconds.

• FCR (First Call Resolution): Percentage of incoming calls that can be resolved with-

out the use of a callback, or without having the caller call back the helpdesk to finish

resolving the case.

• TAT (Turn Around Time): Time taken to complete a certain task.

Due to the lack of standardisation for the packet switched networks, we assume during the

whole thesis that the relevant SLA metrics used to assess the network quality are: i) One-Way

Delay, ii) IP Delay Variation, and iii) Packet Loss Ratio. Specifically under the constraints

specified by ITU-T in [65] as discussed previously.

SLA assessment has been a study of research previously on the literature, the efforts focus

on efficient end-to-end estimation of the QoS metrics. All the proposed solutions use a different

methodology with varying degree of success, some very accurate (e.g. [107; 130]), by using

passive traffic collection, others more efficient (e.g. [52; 119]) but too coarse, by using an

active traffic measurements approach. There is a third approach, namely InterMON [88], that

has an hybrid approach, on one hand it uses proprietary active probing mechanisms and passive

analysis of MIB found in the edge nodes of the network.

In this thesis we aim at designing a efficient and scalable distributed SLA assessment in-

frastructure. We accomplish this by following the passive traffic analysis approach. Since there

are not other systems using the same approach in this section we discuss isolated efforts at

assessing the SLA of the network even if they do not design a full-fledged solution but address

specific problems.
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3.4.1 Assessment with active measurements

The main issue of active traffic techniques is its intrusive nature and its questionable accuracy,

usually subject to the type and rate of the generated probes.

Most of the network analysis mechanisms for SLA assessment fall in this category, we

present here a brief overview of the most relevant work in this area.

In the field of distributed platforms for QoS validation, approaches solving the SLA assess-

ment problem have been already studied before in work such as perfSONAR [97].

perfSONAR [16; 52] is an infrastructure for network performance monitoring, focusing on

the easiness to solve end-to-end performance problems on paths crossing several networks. It

focuses on studying the capacity and availability of the links. This is a main limitation of the

system since its coarseness does not permit to set the study of SLA compliance to finer detailed

analysis, for example CoS, or even per flow.

Moreover, perfSONAR is focused on service oriented performance, this gives a very good

framework to have automated queries and responses to the system.

In the case of specific solutions for some aspects of SLA assessment, there are more con-

tributions in this area. The most relevant work has been carried by Barford et al. in [12] where

the authors highlight the limitations of packet loss estimation using active probes, respect to

the ones found via SNMP in commercial routers. This work is continued by Sommers et al.

in [118] where the authors improve the loss estimation of classical Poisson-modulated probing

mechanisms by presenting Badabing, a dynamic active tool that improves accuracy depending

on the resources used for the estimation. More recently, in [119] Sommers et al. gather together

all the above work, and present SLAm, another active probing tool that implements innovative

packet loss, delay and delay variation estimation techniques. In all this research, the authors

stress the need of proper metric estimation in order to lead to correct SLA assessment.

3.4.2 Assessment with passive measurements

As discussed before, fully deployable infrastructures for SLA assessment using passive traffic

analysis are hard to implement. Mainly they need a powerful, often distributed, framework

to collect traffic, manage and analyse the results, with the associated cost and complexity.

Classically on the literature [38; 133], the passive analysis of existing traffic is performed very

often in the edges of the network, this has a very important scalability problem over the globally
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needed resources by the different collection points. Both in terms of metric reporting and traffic

collection on high speed links.

Zseby et al. in [130] propose a method for efficient distributed flow and packet identifica-

tion, this knowledge is very useful in order to design distributed QoS assessment systems.

When passively analysing traffic for SLA assessment in various locations we first must

decide a common policy in order to capture the same set of packets on each collection point.

The next step is to gather packet information relevant for the metric computation: flow where

the packet belongs, the reception timestamp, etc. Then, to compute the network metrics this

data must be shared by the other measurement points in a central unit, which will extract the

actual metrics. As an example with reception and sending timestamps we can compute One-

Way Delays. The drawback of this solution, which we address in this thesis, is the big amount

of information that has to be sent on these various collection points. This can be alleviated by

selecting carefully which information can identify a packet in order to reduce the information

sent to the other collection points.

We said that we need to identify packets in various collection points, the issue is that packets

get modified on each hop (TTL). Nevertheless, a packet can be identified by the flow it belongs

to (Flow Identifier – FlowID) and with some fixed fields of the packet (the Packet Identifier

– PacketID). The FlowID is straight-forward since usually it is identified by IP Source, IP

Destination, Port Source, Port Destination and Protocol. To gather a PacketID, Table 3.31

shows the details about the variability of each IP header field.

In this regard the most representative fields we chose to identify a packet are: Total Length

and Datagram ID. Despite that Table 3.3 also considers Protocol, Source and Destination ad-

dresses, we claim that they are not required since we already used them for the FlowID. Nev-

ertheless these fields are not enough to distinguish packets belonging to the same flow, this can

be achieved by considering 27 bytes of the packet’s payload [38]. This is enough to guarantee

low collision probability among the packets of the same flow.

Once all the above information is gathered by using a CRC-32 function we can compact

the PacketID to a 32bit field that identifies our packet, together with the FlowID, which is also

computed by the same CRC-32 as before.

The main problem of this methodology is the required resourced in terms of bandwidth for

the control traffic. Consequently, in network monitoring, the reduction of the required resources

for monitoring high speed networks is important [4]. Such reduction is often accomplished by

1This table has been extracted from [133].
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Header Field Immutability on the Path
Variability Between

Packets
Considered

Version Yes Extremely small No

Header Length Yes
Small (only if options are

present)
No

Type of Service (TOS)
No (some routers change

this field)
Can be high (but usually

not used)
No

Total Length Yes Can be high Yes

Datagram ID Yes High Yes

Flags No

(intermediate Moderate
routers may set the “don’t

fragment” flag)
No

Fragment Offset No

Can be high (depends
amount of fragmentation

and packet size
distribution)

No

Time to Live (TTL)
No (decrements at each

router)
Can be high No

Protocol Yes Small Yes

Header Checksum

No (changes always if
other header-fields

changed)
Can be high No

Source Address Yes Can be high Yes

Destination Address Yes Can be high Yes

Table 3.3: Variability of IP header fields

using different techniques such as traffic sampling which permits to infer with high accuracy

the traffic characteristics [37]. We leave the full description of Sampling techniques to Section

4.3.3.

In this thesis we use both the proposal about distributed packet matching and distributed

traffic sampling to build our Network Parameter Acquisition System.
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Initial challenges

In general network measurement is not an easy task, and QoS measurement in particular is not

an exception. In any measurement environment, before measuring any metric some issues have

to be considered. This section highlights some typical problems found on network measure-

ments such as clock synchronisation or analysis of the results, and points to some advise to

avoid them.

Moreover, in the final section we present the lessons learned from our experience in mea-

surement infrastructures, which gave us the required knowledge about network measurements

to develop our SLA Assessment system.

4.1 Synchronisation

Measuring often uses One-Way Delays (OWD) as a performance metric (see Section 3.1.1).

This process involves timestamping of the received packets at different measure points (OWD)

where data is gathered. In order to have accurate one-way delays, all the involved clocks on the

measurement have to be synchronised (e.g., indicate the same time value at the same instant).

Besides the complexity of having accurate time sources, the main issue in this context is to

verify that the computed metrics are correct. Hence, while measuring delays in a distributed

scenario, it is important to keep track of the clock accuracy [116].

Sometimes it is very easy to learn that two clocks are unsynchronised, these cases typically

are: when we obtain OWD < 0, an impossible situation due to the always increasingly nature

of time, and the opposite, when we obtain unrealistic huge OWDs. In these cases it is very

easy to automatically discard the measurements as invalid. Nevertheless, in many other cases,
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even with wrongly synchronised clocks it is not possible to spot the errors because they are

“believable” even if incorrect.

Synchronising clocks may seem straight-forward by using well-known protocols such as

NTP. But when working with microsecond resolutions (not rare in current link speeds), the

clocks must be very accurately synchronised in all the hosts involved in the timestamping.

Related to this, another critical consideration is the used operating system’s (OS) (or in its

case hardware) accuracy, even with reliable times sources, our OS updates the clocks using

software interrupts, which are invoked several times per second (typically between 100 and

1000). This usually bounds the clock’s accuracy. Luckily, in current kernels of most UNIX

systems there are techniques that permit to compute the time between interrupts, therefore

inferring the time with much higher accuracy.

Due to physical limitations, no clock is perfect; each clock has slightly different rates (skew)

that are noticeable at small time scales. Moreover, the skew is not constant as it is affected by

various external conditions (e.g. changes in temperature). These variations on the skew are

known as drift. Hence, if the measurements do not include clock precision information, it is

not possible to know whether the results are accurate enough.

Synchronisation must be maintained, and estimates about the error have to be known during

the timestamping process. This can be achieved in different ways; the most relevant in network

measurements are:

1. Software Synchronisation is the less precise form of clock synchronisation. This ap-

proach requires a daemon running on the host and an external time source that is used

as a reference clock. The daemon instructs the system clock to converge towards the

reference clock. The most used protocol is the Network Time Protocol (NTP) as defined

in [87].

2. Hardware Synchronisation is another approach using specific hardware connected di-

rectly to a reliable time source. The host using an external time source (e.g., a GPS

antenna or PPS - Pulse per second source), uses the precise time information delivered

and performs the timestamp directly on the Network Interface Card (NIC), which for-

wards such information to the operating system.

This mechanism guarantees precise timestamping, since no software is involved in the

process. The drawback is the availability of NICs with such hardware capabilities.
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Another methodology, standardised under IEEE-1588 [40], gives LANs very high accu-

racy mechanism for synchronisation by using specific hardware and separate synchroni-

sation channels that deliver up to nanosecond accuracy in the clocks.

3. Mixed Software and Hardware Synchronisation: In some environments having hard-

ware, timestamping is not possible or too expensive. Hence, a common solution for

synchronisation uses both software tools (NTP) with hardware time sources (GPS anten-

nas). This can be used in a LAN to broadcast time information to all the hosts in a more

scalable way than using a pure hardware solution, achieving estimated errors within few

microseconds precision.

Lately in [125], another trend in synchronisation is being proposed. Instead of using remote

clock sources, their solution is based on the use of the TSC (Time Stamp Counter) register

found in modern microprocessors, which gives a higher accuracy on the local clock. The issue

that remains to be solved is how to exploit this technique in a distributed environment with

multiple clocks.

4.2 Data Collection, Storage and Analysis

Network measurement is typically divided into three different phases:

1. Data gathering, collecting of all the relevant data for the experiment.

2. Data storage, selecting which data to store and determining which analysis is possible

to perform later on.

3. Data analysis, study and delivery of the results about the data acquired on previous

phases.

Often, measuring network metrics requires the collection of existing traffic on the links.

Such a collection is different depending on the layer where it is performed. Usually, the col-

lection point is a station located on the path of the traffic under study. Before performing any

collection, one must answer to these questions: i) where to collect data (e.g., in the border

router, in the end point, etc.). ii) what to collect (e.g., all the packets, just one flow, one Class of

Service, etc.). And iii) how to collect it: using active or passive traffic measurements. Which

available tools exist useful for the task, etc.
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Depending on what is collected and the traffic load, the data collection task can be very

resource consuming. Moreover, it can require using specific hardware equipment.

In order to decrease the required resources for such collection, different techniques have

been proposed, i) traffic aggregation (i.e., by using protocols such as SNMP), or ii) traffic

sampling (i.e. as proposed in [37]). These techniques are detailed below in Section 4.3.3.

After collecting all the required traffic, it needs to be stored (for later processing) or anal-

ysed (in case of real-time analysis). Storing the data is not straight-forward, as the collection

process can generate huge amounts of data per time unit. When measuring QoS parameters,

the payload of the packets is often not relevant for the study, thus it is only necessary to store

the packets headers.

Sometimes, simply storing the traffic is not sufficient. Providing meta-data along with the

results permits one to understand how the measurements were taken to reduce the analysis

complexity, in case the measurements are performed long before extracting the results, or to

give other researchers better insights about the data. Such meta-data is important as it describes

how the measurements were taken, what the characteristics of the traffic are, what the reason

for testing was, explains the considerations taken to do the testing, etc. Work in this direction

by the IETF’s IPFIX working group in [101] defines a generic format designed specifically for

storing networking information in a structured way. This format is based on XML in order to

be extensible, and allows representing any kind of traffic along with its descriptive meta-data.

The last phase on network measurement is the analysis of the results. Such results may

be processed on-line (i.e., for real-time QoS analysis), or it can be performed off-line (i.e.,

whether the QoS contract has been provided for a given test).

On-line analysis has the limitation that not all the information is available, since it arrives

during the study. Thus, concepts such as average one-way delay, or maximum jitter are limited

to the already received set of data. Therefore, on-line analysis has to be efficient due to its

real-time nature, limiting the amount of computations executed per time unit.

On the other hand, off-line analysis does not have the time constraints and the whole data set

is available. In this context, in order to analyse the data, statistics are used for summarising the

obtained results. Not all the statistics are fit to describe all the measurements. More information

about the most common statistics is follows in next section.
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4.3 Base Techniques

Once the measurements have been performed, the next issue to solve is analysing and present-

ing the results rigorously. This can be achieved with the proper mathematical theory. Usually

statistical tools give the necessary mechanisms, eventhough, sometimes the volume of data to

manage is too big, or hardware limitations do not permit obtaining all the desired data. In this

case it is required to use volume data reduction techniques, such as traffic aggregation or sam-

pling techniques, which help in easing the information management overhead of the system.

This section discusses some statistical principles that can help to represent the data mean-

ingfully, along with the most basic aggregation and sampling techniques, which help to discard

data of the measurement set without affecting too negatively the final result.

4.3.1 Statistical Tools

QoS metric measurements deliver objective results about network performance, but depending

on the objectives of the measurement, just having the metric values is not enough.

Statistics are a mathematical tool that permits formally summarising a set of results in order

to look for some desirable properties and to obtain significant results. A full discussion about

statistics is out of the scope of this section. Only basic statistics that help the QoS measurement

are presented. Part of this section is based on [65] where a clear description about the useful

statistics for the metrics is provided. Some hints are taken from [30], where the authors provide

a good overview on Internet Measurements in general.

Among all the estimators, the most used in network measurements are the simple first

moment estimators: the average and the standard deviation, which are used to summarise the

results from the experiments. It has to be noted that such estimators can often be misleading,

depending on the size or the diversity of the samples.

Other broadly used values are the minimum and the maximum values. When using them

one must care about the existence of outliers. For example, as we detailed in Table 2.3 in

Section 2.1.2.1, some upper bounds for the metrics are defined. Such upper bounds refer to

average values (as an estimator of the mean) in case of IPTD (or OWD) and maximum values in

case of IPDV and IPLR. In these QoS measurements, maximum values assume that no outliers

are present on the set of results. In order to remove such outliers, the most common technique

is to use the 99.9th percentile (1−10−3 quantile) of the set. This implies that for obtaining this

percentile we need a set of at least 1000 samples.
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Differently to upper bounds, lower bounds do not tend to have the outliers problem, since

they usually are bound by physical constraints (distances, bandwidth, processing time, etc.). In

the case of some metrics such as OWD, such lower bounds are rarely studied. Nevertheless, if

needed, the 0.1th percentile can be used [65].

Besides the pure statistical analysis of the data, it is often useful to have a general overview

on the results (i.e. graphically representing the data). One broadly used graphical representa-

tion is a histogram showing the percentage of values on the result set with a given property.

In QoS measurements, this often means OWD or IPDV. These kinds of histograms are known

as One-Way Delay Distribution (OWDD) and IP Delay Variation Distribution (IPDVD). This

shows how the spectrum of OWD (or IPDV) is distributed, and usually help to visually under-

stand the frequency spreading of the samples.

Even though broadly used, histograms tend to aggregate the data into bins, with a conse-

quent loss of information. In order to overcome this limitation, using Cumulative Distribution

Functions (CDF) tend to be more understandable in general. Examples of these graphical rep-

resentations can be found in later chapters of this thesis.

4.3.2 Aggregation

Aggregation is a technique that groups together a set of data with similar properties with the

goal of reducing the data set, and speeding up the processing. In the networking area common

examples of these properties are: aggregating statistics per flow, per source address, or destina-

tion port, etc. In QoS, the most common example is the equal treatment of packets within the

same Class of Service (CoS) in a DiffServ environment.

Aggregation is always tied to loss of information, if there is no loss, the process is called

classification and its goal is to ease the further location of the data. However, the aggregation

is irreversible and the aggregate always contains less information than the original set. The

reduction of the data to process gives the required speeding up of the analysis, so that even

hardware not designed for statistical analysis can deliver meaningful results without excessive

computational needs.

Networking equipment (e.g., routers, switches, etc.) contain statistical information about

the traffic on the network. In order to reduce the computational burden of those statistics,

the reported is aggregated in: packet counts per interface, number of flows, etc. All these

statistics can be queried using SNMP (Simple Network Management Protocol). SNMP is the

standard protocol for querying networking equipment. It is currently at version 3 [53] and
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defines a structured query language for statistics retrieval, among other functionalities. Instead

of keeping detailed information about the traffic profile, the networking equipment periodically

updates the databases with the new data about the traffic, which permits to reduce the memory

requirements of the operation, at the cost of losing information.

Another protocol that uses aggregation in order to deliver network statistics is Cisco Net-

flow [27]. It provides statistics for network traffic accounting, usage-based network billing,

network planning and security. Netflow, instead of the generic approach of SNMP, is designed

specifically for flow based statistics, and delivers more detailed information about the traffic.

Netflow has per flow statistics which include number of packets, protocol, amount of traffic,

etc., with a versatile design to select which flows have to be monitored. Netflow exports the

information using the new proposal from the IETF IPFIX presented previously. Lately, in the

framework of the Lobster IST project [10], IPFIX has been extended with QoS reporting facil-

ities. Such improvements include inter-packet distance, distribution of packet sizes, maximum

rate, etc.

4.3.3 Sampling

Sampling is a technique broadly used for reducing the set of information. Opposed to aggre-

gation, which clusters data with similar characteristics, traffic sampling chooses a subset of

packets for analysis and ignores the rest. The selected packets are later analysed as if they were

the full set. No statistical operations are performed before the analysis.

Selecting which packets to sample depends on the goal of the analysis. As presented by

[30], sampling can be performed in three different ways:

• Random sampling: a packet is sampled with some fixed probability p.

• Deterministic sampling: using a deterministic function, for example sample one out of

N packets.

• Stratified sampling: the set of packets is divided into subsets and the sampling is per-

formed within the subsets. This technique is useful in the case that it is required to have

at least one sample of each subset. The drawback is that the packet must be analysed

before being selected.
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All the above mechanisms are useful on generic networking measurements, but in QoS

measurements it is not possible to use them, because computing the metrics requires a dis-

tributed infrastructure. Thus, it requires a deterministic selection of packets on all the measure-

ment points. However, the deterministic sampling as presented before is not an option, because

the packet sets of each measurement point might be different (packet losses, route changes,

etc.). In order to overcome this, [38] proposes an enhancement to deterministic sampling to

work in a distributed environment, namely Trajectory Sampling (also known as Hash Sam-

pling), based on a hash function which guaranties that the same packet is sampled on all the

measurement points. As detailed later in 3.3 this, together with [133], permits SLA assessment

of arbitrary flows.

4.4 Understanding network testing

Before starting the description of the core of this thesis, and as a complement to the measure-

ment background required to develop a robust distributed SLA assessment system, we present

here some good practices anyone should consider to have a solid methodology to obtain accu-

rate results when testing.

These best practices are remarked with the different contributions when necessary. We

discuss some specific issues that appear usually in network testing, our focus resides on the

negative effects some environments or methodology can inflict to the results.

About System Resources and Equipment

Before starting any traffic analysis work, the first question we must answer is: Are we using the

proper hardware?.

This question is determinant for the proper outcome of any traffic measurement we want to

perform. The fact is that system resources limit the maximum processed information rate, that

can be: the amount of packets we can generate per time unit, or in the case of using passive

measurements, the highest rate of collected and processed packets, etc.

As an example in [112] we performed a series of CPU intensive traffic captures with dif-

ferent traffic patterns using commodity hardware to see where the limits are in terms of packet

collection. The results show that for high traffic loads the system starts dropping random pack-

ets, rendering unusable any analysis we want to perform with the data. The key point here is
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that we do not know the amount or which information we lost, hence it makes impossible to

correct the results.

About Testbeds

Another important issue to consider when performing network testing is about the suitability

of the testbed under analysis. There are different types of testbeds:

• Local controlled testbeds: those where all the involved machines and networking equip-

ment are controlled by the tester. These kind of testbeds are very useful to develop and

analyse protocols or to study different stress conditions, since the tester can introduce

any kind of network disruptions, in a controlled manner. A very useful set of tools to do

this can be found at [75]. Where a detailed description about NetEM and Linux Traffic

Control capabilities is performed.

The drawback of such testbeds is the lack of real world traffic or unexpected situations

found in other environments.

• Local non-controlled testbeds: In this category fall Corporate, middle sized testbeds,

used for production but where the tester can perform some tests. This permits to have

more realistic cross-traffic and more real world situations even with some degree of

control since all the topology and internal details of the testbed are known.

• Distributed testbeds: Wide area testbeds with links and stations on other networks dis-

tributed among several countries and controlled by different administrative units, but

with partial knowledge about the network topology. These testbeds are very useful for

several real tests with unknown cross-traffic and sufficient hops in order to have very

accurate estimation on how the system under evaluation works. A fair example in this

category is the Gêant Network with each countries’ NRENs.

• Distributed real testbeds: The same as the above but involving home users with a broad

range of different access technologies and with different operators. Therefore with abso-

lutely unpredictable situations and unknown topology. In this category fall all the tests

performed in commercial networks. However, good and extensive quality tests in this

environment are very hard to obtain given the lack of support from the corporations.
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As a good analysis of Distributed Testbeds described above in [111] we presented the struc-

ture and performance of the EuQoS [45] testbed, which was composed by 12 different testbeds

with several different access technologies (Ethernet, UMTS, WiFi and xDSL). This diversity

and control over the end-points of the testbeds gave a perfect environment in order to produce

high quality tests, as we will prove during this whole thesis.

About Access Technologies

Sometimes, the access technology limits the possible set of tests to perform. For example,

when testing protocol efficiency, response time or any time related study at protocol level, the

researcher has to be aware that the results might vary greatly depending on the underlying

technology. It is normal to have higher packet loss ratios or bigger one-way delays on shared

medium networks, namely WiFi or UMTS, than in more controlled and reliable, such as Eth-

ernet.

Therefore the tester has to know with great detail the effects of the underlying network in

order to remove their effects, if necessary, when studying the results.

Another face of the impact of the access technology is when we want to study a specific

property of a given access technology. In this situation we must have tight control and knowl-

edge about its environment and properly isolate the characteristic under analysis.

In [22] we performed a series of studies about handover time in a wireless environment

using Mobile IPv4 and Mobile IPv6 in order to compare the effects of both protocols. In that

case for providing accurate results we forced each handover at a given time by lowering the

visibility of the mobile node respect to the access point, therefore forcing the handover to the

more reachable access point.

Using this (or other) structured methodology gives to the testing, one critical property, the

repeatability of the tests, which in later stages of testing gives more insights about the obtained

results.

About Synchronisation

Again we consider synchronisation as a critical requirement when testing. Besides the obvious

case when we need to compute OWDs or any similar metric, in a first approach a researcher

might think that when using single points of analysis on a network, when not needing one-way
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delays or when working with a single timestamping equipment, there is no need of synchroni-

sation.

The above affirmation is common misleading reason for having incorrect results. Always

when our testing involves timestamping we will need of a synchronisation device, either hard-

ware, for very fine accuracy or software for a coarser one. The reason is, as said before,

accuracy. If our system’s clock does not have any reference source, the time passed between

two different samples might differ in a random value caused by our clock’s skew and drift,

therefore presenting incorrect results, which are very hard to detect.

That is the main reason why, most of the measurement hardware equipment (e.g. DAG

Cards [42]) include facilities for direct GPS timestamping on the card, even if these network

cards do not include any end-to-end or distributed infrastructure for OWD or any other metric

computation.

About Metrics

Finally computing metrics is a very important matter to consider in our environment. Besides

its meaning, some metrics give veiled information, or behave in a specific way which can give

very valuable information.

In [114] and in [110] we studied in detail the behaviour of packet losses both in a controlled

testbed and in a distributed testbed. Such studies permitted us, as we will show in Chapter 7,

to greatly improve the accuracy of our distributed system by using this information.

Another metric that can unveil particular network behaviour is the packet reordering, this

is a very interesting metric which impacts on the protocol efficiency, and puts to test the appli-

cation buffers as it can disrupt greatly any real-time communication. Moreover, out-of-order

packets can give information about load-balancing links found in the Internet today, as we

proved in [113].

63



4. INITIAL CHALLENGES

64



5

Network Parameter Acquisition
System

The Network Parameter Acquisition System (NPAS) explained in this chapter is the starting

framework where we will construct incrementally our SLA assessment infrastructure. We

present here the basic building blocks that form the system, which will be optimised on subse-

quent chapters. Our focus for the whole thesis relies on such intra-domain reporting optimisa-

tion. Nevertheless, in this chapter we introduce some techniques in order to use the system in

inter-domain environments.

5.1 Building Blocks

NPAS is a distributed infrastructure for real-time QoS parameter measurement and on-line

reporting. It has three main features, i) extensible intra-domain traffic analysis, ii) end-to-end

information reporting, and iii) hardware and network independence. Although the platform

has been designed to operate on both intra and inter-domain environments, this thesis mainly

focuses in intra-domain scenarios. Outlining the requirements and presenting a first approach

to a full inter-domain system.

We follow the passive traffic analysis methodology in order to perform the network quality

assessment. To do this we propose the direct acquisition of network metrics. Therefore, the

network parameter acquisition is performed by different collection points spread over the edges

of the network. These collection points report to a higher level entity within the network
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domain that extracts information about the traffic under SLA constraints. This entity and its

associated collection points form a Measurement Domain (MD).

We propose this distributed infrastructure because each collection point can only access

to local packet information, while usually most metrics such as One-Way Delay (OWD) re-

quire distributed information (i.e. timestamps from the collection points). All the collected

information is aggregated and published to the neighbour domains in order to have end-to-end

information.

The above entities form a two layer infrastructure. The first layer is in charge of intra-

domain reporting, where detailed traffic information is gathered and reported to the higher level

unit (See Figure 5.1). While the second layer covers inter-domain reporting, which consists of

publishing aggregated information about the traffic. Such traffic is aggregated depending on

the underlying network, for example using classes of service. With this approach it is possible

to reduce the overhead caused by the gathering and publishing of the network status, specially

on inter-domain links where the control traffic might be subject to some constraints.

The most relevant packet information extracted for the assessment is: One-Way Delay

(OWD), IP Delay Variation (IPDV) and Packet Loss Ratio (PLR). In this stage NPAS does

not pretend to define the actions, neither the values nor thresholds necessary to detect SLA

violation periods. All these actions and QoS enforcement mechanisms are left for higher layer

entities and out of the scope of NPAS.

NPAS is divided into three main entities as shown in Figure 5.1: i) Monitoring Entities, ii)

Processing Entities and iii) Inter-Domain Subscriber Entities. Full discussion of each entity

follows.

5.1.1 Monitoring Entity

The Monitoring Entity (ME) collects the QoS constrained traffic and extracts the required pa-

rameters (e.g., reception timestamp, packet size, etc.) for later processing. Since MEs act

autonomously over a single network point, they only get local packet information. Thus, for

computing network metrics such as OWD or Packet Losses, several ME are required.

ME is divided into two different parts, the Hardware Dependent Monitoring Part and the

Hardware Independent Monitoring Part.
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Figure 5.1: NPAS structure

5.1.1.1 Hardware Dependent Monitoring Part (HDMP)

It is in charge of performing the traffic collection depending on the underlying hardware and

network technology.

HDMPs need to have direct access to the traffic. Usually, this involves the use of optical

splitters or monitoring ports on the switches to replicate the traffic towards the ME, where it

can be collected without interfering with the normal operation of the network.

Current link speeds make traffic collection a difficult task. For this purpose there are spe-

cific hardware products (i.e, Endace [42] DAG cards) that permit line speed collection in high-

speed networks, but its deployment costs in most environments make it an expensive alterna-

tive.

Another possibility is to use commodity equipment. In this context, this solution is feasible

because the number of flows under QoS restrictions is relatively small compared to the total

network traffic. Thus significantly reducing the required resources for the collection tasks.

However, our solution is flexible enough to be used with specialised hardware as well.

5.1.1.2 Hardware Independent Monitoring Part (HIMP)

It abstracts all the hardware details managed by the HDMP, sets up collection policies and

provides a generic interface for collecting the QoS traffic. It also reports such information to
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the higher level entities in charge of the processing and QoS parameter extraction.

Collection policies are based on a selection function that determines the level of aggre-

gation in the reporting. The packet filtering policy is set up by the administrator or the QoS

Control Plane. In this work we will consider as a proof of concept Per Flow and Per CoS traffic

reporting.

The ME has to uniquely identify every collected packet to report its network information

to the higher level entity, which will gather the information of all the ME to extract the QoS

metrics. We achieve this by using two different identifiers, a packet identifier and an aggregate

identifier (e.g. Flow, CoS, etc.). The packet identifier (PID) (32 bit) is generated by a fast CRC

computation. It is obtained from: IP Source and Destination, Datagram Identifier, Protocol

Identifier and 27 bytes of the packet’s payload as we described in Section 3.4.2. And optionally,

the TCP Window which permits to distinguish among retransmissions when TCP traffic is

being collected. Using 27 bytes of the packet’s payload overcomes the identifier’s collision

caused by some operating systems leaving a blank Datagram Identifier. This approach only

requires to process a small portion of the packet. Further discussion about the selected fields

can be found at [133].

We consider during most of this thesis the Aggregate Identifier (AID) as a Flow Identifier

(FID) without loss of generality.

The Flow Identifier (FID) (32 bit) must be unique, as it identifies a given flow on all the

ME. It is obtained similarly to the PID by computing a fast CRC, as described in [133], using

the following header fields: Source and Destination Addresses (32 or 128 bits each), Source

and Destination Ports (16 bits each) and Protocol (8 bits).

The Type of Service field used sometimes as part of the flow identifier [133] is not con-

sidered, since in a QoS environment this field might change along the packet’s path depending

on the DiffServ policies [76]. This Flow Descriptor is |FD| = 13 bytes long, and it is sent

independently to the Processing Entity for the first packet of each flow.

16 32

Source IP

0

Destination IP

Dst PortSrc Port

Protocol

320

Flow ID

16

Packet ID

Pkt. Size

Timestamp

Figure 5.2: Frame format. Flow Descriptor (FD) (left) and Packet Descriptor (PD) (right)
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The per packet information sent to the Processing Entity (each ME) is the minimum indis-

pensable for extracting end-to-end QoS metrics. The descriptor is |PD| = 18 bytes long and it

is shown in Figure 5.2 together with (FD) for later reference.

5.1.2 Processing Entity

The Processing Entity (PE) is the MD entity in charge of gathering the traffic parameters ex-

tracted by the MEs. It uses the PID and the FID fields to classify the packets and to identify

them on each ME. Once a packet has been collected on all the MEs of its path it is possible to:

• Identify the ingress and egress points within the MD along the packet’s path.

• Compute QoS parameters needed by higher layers within the MD:

– One-Way Delays from each reported timestamp on the MEs, as described in RFC-

2679 [5].

– IP Delay Variation as defined in RFC-3393 [34].

– Packet Losses as specified in RFC-2680 [6].

Packet losses can be computed by packets appearing on the ingress ME without showing

up on the egress ME during a τ timeout interval. In following chapters we study packet loss

and one-way delay behaviour and present values which reliably compute the PLR and give a

good trade-off between reporting speed and accuracy of the estimation.

Each ME reports per packet information to its PE. This control traffic introduces a signif-

icant overhead within the MD. In later sections we evaluate the amount and effects of such

control traffic.

All this information is forwarded to the QoS control plane and to the inter-domain sub-

scriber entity. The QoS control plane will take the required actions to assure that the QoS is

provided.

The protocol controlling all this intra-domain assessment is called Intra-Doman Reporting

Protocol (IDRP).

5.1.3 Inter-Domain Subscriber Entity

End-to-end reporting involves often inter-domain links. Usually such scenarios belong to dif-

ferent administrative domains, which might limit the interchanged control traffic. This renders
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the mechanism explained above not suitable for inter-domain reporting, since it assumes no

constraints over the control traffic. Moreover deploying broadly such resource intensive mech-

anism is clearly not scalable.

IDSE is deployed as a service offered under subscription by each MD. It publishes aggre-

gated QoS details from each PE to allow legitimate subscribers to extract them. The informa-

tion is aggregated on a per CoS basis. This aggregation level is feasible given that in DiffServ

domains all the CoS receive similar treatment on the MD. This overcomes the scalability prob-

lems because the number of CoS is low (typically 5 as defined in [65]).

The subscribers of this service are authorised entities (e.g. a peer MD or a network ad-

ministrator) who queries all the MD on the interesting flow’s path to compute whether the

end-to-end QoS is provided or not.

5.2 Intra-Domain reporting

As stated above in the intra-domain environment, we propose the use of a protocol called Intra-

Domain Reporting Protocol (IDRP), the design of IDRP is based on simplicity and during this

thesis we will keep adding new functionalities and extensions in order to support the proposed

reporting mechanisms.

In this initial stage, IDRP is formed by the most basic set of functionalities, namely support

for per packet reporting, as detailed on Figure 5.3.

Packet Collection
(per aggregate)

ME

Per packet analysis

Aggregate Statistics

PE

Packet matching
IDRP

Figure 5.3: Initial Intra-Domain Reporting Protocol building blocks

In the figure, as described before, we have the ME, which captures and reports per packet

information towards the PE. The PE in its turn, gathers the statistics which will be aggregated

for further reporting by the IDSE or by the control plane.
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The frame format for this per packet reporting is the Packet Descriptor detailed previously

in Figure 5.2.

5.3 Inter-Domain reporting

Since we will not consider inter-domain reporting in the following chapters. This section is

devoted to overviewing several possible techniques that extend the presented framework in the

more general inter-domain reporting.

To reliably perform inter-domain SLA Assessment it is necessary to design a specific

methodology, we do this via the Inter-Domain Subscriber Protocol (IDSP), which goal is to

collect that information about the QoS level offered on end-to-end paths. For that purpose in

a given domain, the PE periodically advertises its aggregated measured values about QoS pa-

rameter information to its associated IDSE, this information is structured on the IDSE in a way

that any domain with exchanging traffic to the same particular destinations can query its status.

For the destinations that are located inside the domain, each PE advertises the locally measured

QoS values.

The aggregated values are assembled using the QoS parameters received from the neigh-

bouring PE as well as the local QoS contributions introduced between the corresponding pairs

of border routers when available.

Figure 5.4 shows an example illustrating how the IDSP collects information about the QoS.

The QoS is offered in end-to-end paths across three domain scenario, from domain AS1 towards

domain AS3. We assume that each domain allocates one deployed IDSE that periodically ac-

quires measurements representing the offered QoS inside the domain (Q1, Q2 and Q3) as well

as on adequate inter-domain links (Q1→2, Q2→1, Q2→3, Q3→2) in case it is needed.

In a first generic approach, PE3 propagates information about its computed QoS parame-

ters, denoted as Q3, to PE2. The PE2 checks whether domain AS3 is a peer (which means that it

is available in its BGP routing table) and, in such case advertises aggregated information to PE1

about the offered QoS towards the destinations located in domain AS3. This value considers

QoS contributions of domain AS3 and AS2 (Q3, Q2) as well as the inter-domain link between

domain AS2 and AS3 (Q2→3) so it equals to Q3⊕Q2→3⊕Q2. The operator ⊕ denotes an ag-

gregation function which is specific for each particular QoS parameter (e.g. a sum for additive

QoS constraints such as the OWD, a product for multiplicative QoS constraints such as PLR,
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Figure 5.4: Example of IDSP

or the minimum for QoS constraints such as bandwidth). Finally, following the same scenario

in domain AS2, PE1 receives information of the QoS offered on the path towards domain AS3.

Assuming that each IDSE periodically advertises information about the offered QoS to-

wards available destinations, each IDSE will create a QoS map that shows updated QoS values

offered towards any reachable destination. Therefore, each IDSE has to maintain a table (sim-

ilar to a BGP routing table) that contains available destinations jointly with the corresponding

QoS parameters and associated PE.

The accuracy of the gathered end-to-end QoS values depends on the precision of QoS ag-

gregation functions as well as on how frequently PEs send updates to their neighbours. Updates

might be triggered for reporting special network conditions when needed.

5.3.1 Deployment Model

This section defines the deployment options along with some important decisions related with

the setup of an inter-domain NPAS. After the generic model and protocol presented above, we

provide here different alternatives, each one presenting a set of advantages in respect to the

other.

The reporting granularity and its different options is an important decision when deploying

NPAS, and hence several concerns have to be addressed. One refers to administrative issues,

that is, sometimes it is not possible to deploy a ME on all the hops over the traffic path. In this

regard, NPAS is designed with such flexibility in mind. The MEs can be spread in different

points with one or more PE to report to. Depending on this deploying density more detailed

information can be extracted.
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Depending on the location of the ME, the reporting can be done from the intra-domain

scenario up to end-to-end with similar infrastructure. IDSE will be in charge of reporting the

desired aggregated metrics computing finally the end-to-end values. When referring to end-

to-end we mean as network level (from ingress to egress nodes of the whole path). The users

experience as well as applications specific metrics are considered in the Chapter 9.

As a particular deployment of the QoS monitoring system, we propose three different ap-

proaches in a inter-domain network scenario. The main objective of on-line QoS monitoring

is to provide the updated network information about the offered QoS level. The information is

about the established paths between its own domains and other destination domains. The in-

formation provided by the on-line QoS monitoring function constitutes a base for i) providing

“certificates” for users about assured QoS level and ii) OAM (Operation, Administration and

Maintenance) process that triggers fault management actions in the case when QoS level falls

below the expectations.

Designing an “on-line” monitoring system for inter-domain network is a complex task as

shown in [57; 83]. The main problem comes from the fact that domains are usually under

autonomous administration and as a consequence their operators have their own policies for

performing measurements. On the other hand an on-line monitoring system also requires some

cooperation between domains. The main requirements for the measurement system deployed

in a given domain are the following:

• The measurements performed by a particular domain should correspond to the same

metric and have to be measured at the same technology layer, usually IP level.

• The measurements should cover the whole path so they have to be performed between

clearly defined hops of the path (e.g. border routers where the limits of network service

of a particular domain are).

• The measurement system has to interoperate with other systems.

• The measurement system should allow for scalability when networks with large number

of domains are investigated.

The on-line QoS monitoring system may be implemented in different ways. Among them

we distinguish three main categories:
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• Centralised solution that assumes a single entity controlling all measurements performed

inside entire network, including several domains.

• Fully distributed solution where each domain has its own control entity responsible for

performing measurements inside a domain, while measurements corresponding to end-

to-end paths are collected with the aid of the control and reporting protocol. The base

information for this protocol comes from the results of local measurements performed

independently by each domain, as we already described.

• Semi-centralised solution where each domain has a control entity responsible for per-

forming measurements on the path between its domain and any destination domain.

5.3.1.1 Centralised on-line monitoring system

This approach assumes that centralised measurement controllers (PE) are responsible for man-

aging of all measurements preformed inside each domain. This solution can be extended to any

arbitrary number of domains, see Figure 5.5. The PE controls all MEs located in the domain

borders as well as on the borders of access and core networks.
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Figure 5.5: Architecture of centralised on-line monitoring system

The main advantage of this approach is its simplicity of implementation. However, because

of assuming a centralised point of control, this solution is difficult to deploy in a network

consisting of many autonomous domains, because it is not scalable. As a consequence this

approach may be applied for small networks under a common administration, like in the case
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of trial or dedicated networks. As an example, such approach was implemented in the ETOMIC

project [83] where measurement probes were deployed in different sites that were connected to

the Géant academic network [49].

However, this approach can keep a proper accuracy of the reporting system, since we have

fresh information sent by all the PE.

5.3.1.2 Fully distributed on-line monitoring system

To reduce the strain of the centralised solution, a different approach would be to have, as ini-

tially proposed, an IDSE per administrative domain. But in that case, to consider the effects

of the inter-domain links, the first ME of each domain reports upstream (or downstream) in-

formation about that link, giving more accuracy mechanism for end-to-end reporting, specially

because it reports inter-domain link status.

This solution assumes that monitoring of end-to-end paths is performed in a distributed

way as presented in Figure 5.6.
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Figure 5.6: Architecture of distributed on-line monitoring system

For that purpose each domain implements its own domain measurement controller (PE) that

is responsible for performing on-line measurements inside the domain. Those measurements

are performed in a continuous way between any pair of points where the service is offered.

In a typical domain, measurements should be performed between all pairs of border routers.

With the goal to measure QoS offered for traffic crossing the domain, between all pairs of

access networks to measure QoS offered for local traffic, as well as all pairs of access network
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and border router to measure QoS offered for traffic originating or terminating in this domain.

For obtaining end-to-end measures, the intra-domain results are periodically advertised to the

neighbouring IDSEs. The used protocol for the task is the IDSP presented before.

The main advantage of a distributed on-line monitoring approach corresponds to the inde-

pendency of measurements performed on the different domains. The only requirements are that

the measurement systems deployed in a particular domain should either measure the same QoS

metrics, implement the same measurement and control protocol; or present mappings among

the different policies. Due to the distributed operation, this approach can be easily applied in

a inter-domain network. On the other hand, the main drawback corresponds to the accuracy

of end-to-end results. In fact the results are not directly measured as they are based on the

aggregated results measured by local systems. However, by properly designing of the assem-

bling functions used for calculations of cumulative values of QoS parameters (as proposed in

[13; 21]), we may approximate the upper bound for a particular QoS metric.

5.3.1.3 Semi-centralised on-line monitoring system

This approach assumes that each domain has its own IDSE that is responsible for centralising

measurements on all paths from its own domain towards any required destination domain. For

instance on Figure 5.7, the IDSE1 can control the PE from all domains, hence we can measure

paths between domains AS1 and AS3, as well as between AS1 and AS2. Unfortunately, in this

approach it is not possible to collect measurements between AS2 and AS3.
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This approach allows us to get measurements on all end-to-end paths, however it requires

that MEs are controlled remotely by PEs belonging to different domains. This constitutes the

main limitation of semi-centralised approach, as it may be only applied between domains that

trust each other. Nevertheless, it is possible to restrict such communication using trust relations.

Such approach was proposed by the IST-INTERMON project [57] where the function of IDSE

was performed by a Global Controller entity that communicates using the Specification of

Monitoring Service interface.

5.4 Architecture Deployment

As a proof of concept, we deployed the infrastructure described in Section 5.1. Such infras-

tructure has been developed in the framework of the EuQoS project, which poses a very good

testing environment as described below.

5.4.1 The EuQoS System

The term EuQoS stands for ”End-to-end Quality of Service support over heterogeneous net-

works” [45]. This European research project built a complete QoS system aimed at supporting

stringent QoS services among heterogeneous access technologies, both within and between

different routing domains. EuQoS customers will be able to subscribe to this system, for which

we developed a series of novel QoS mechanisms and protocols that build upon the state of

the art technologies. Among these we have security, admission control, signaling, monitoring

measurements and reporting, QoS Routing (QoSR), fault management, and Traffic Engineering

(TE).

The focus of our work resides on the Monitoring and Measurement System (MMS) and the

Monitoring Measurements and Fault Management (MMFM), which are the realisations of the

NPAS within the project.

MMS The EuQoS MMS functionality is twofold: to validate of the QoS delivered by the

EuQoS system (in performance trials) and to support other EuQoS functionalities. Such func-

tionalities include topology acquisition, network resource usage and delivered QoS levels in

order to support traffic engineering. The intra-domain portion of NPAS falls within the speci-

fication of the MMS.
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MMFM The MMFM is the EuQoS function in charge of network resource monitoring and

network topology discovering, fault management and QoS monitoring. The Network Monitor

inside the MMFM manages different threads in charge of interfacing with the different MMS

parts in charge of supporting the EuQoS system.

The interfaces between MMS (NPAS) and MMFM (which holds the role of our IDSE) are

defined in order to support periodic monitoring, where MMFM periodically asks the system

for measurements and event notifications in a per domain basis.

The MMFM gets the measurements from the different MMS parts processes them and

commit the changes to a database for persistent storage. This database is used by different

EuQoS modules to get information about the network status, the QoS performance information

and the usage of the link bandwidth. This permits later queries and historical data repositories

for off-line processing.

5.4.2 Resource consumption

Previous sections dealt with the internals of a generic NPAS system, where we highlighted

the scalability issues of the solution. In order to further investigate the required resources we

performed a series of tests in order to experimentally study the system requirements.

5.4.2.1 Testbed

Monitoring high-speed backbone links using generic purpose equipment poses a high demand

on optimising memory usage, because one needs to track parameters of tens if not hundreds

of thousands of simultaneous flows. To have better insights about the used bandwidth when

deploying our solution, typical traffic characteristics must be known. We collected a packet

level trace at the core link of the Spanish NREN1. This Gigabit ethernet link has an average load

of 360Mbps which under our opinion constitutes a representative sample of backbone traffic.

This trace was collected during 30 minutes on November 2005 with a peak of 483Mbps. With

a total amount of 103.7 million packets.

The trace showed around 10000 different flows per second and an average of 44000 packets

in the same period. Moreover we experienced a new flow rate of around 2000 new flows per

second.

1Provided by the SMARTxAC project [117].
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The results given in this section assume the unrealistic scenario where all the traffic is under

QoS restrictions, so the obtained results are strict upper bounds of the real cost of the solution

in such a network.

5.4.2.2 Memory resources

PEs will store information for each flow detected by each ME, even if the flow is not detected

on all of them. The flows will be stored in a hash table that facilitates quick lookups but easy

updates as well. A flow is considered active if packets with its descriptor have arrived within

the last 30 seconds, after that the flow will be expired and removed from the data structures.

The information kept about each flow includes the FD, that includes the FID, the source and

destination addresses and ports as described in Figure 5.2. Other fields stored are the counters

needed to monitor the QoS parameters, and to perform internal computations of detecting and

synchronising the order of packets between the distributed MEs. These are responsible for the

bulk of the memory requirements but they are needed for detecting the direction of traffic and

for seeing if a FID represents a flow that passes through all monitored points.

The general memory usage can be summarised in a total of 423 bytes per active flow plus

the control structures of the hash table, which is negligible and fixed for the whole system

per PE. This amounts to a total of ∼ 4Mbytes of flow structures, considering the above traffic

conditions.

Related to the memory consumption per packet, the system only consumes 18 bytes, sup-

posing the aforementioned 44000 packets per second this result around ∼ 780Kbytes of mem-

ory per second per ME, which is flushed and refilled constantly as new packets arrive. Assum-

ing that we keep a window of 1 second of packets before considering the packet as lost we

need ∼ 1.5Mbytes of memory per ME. Asuming we have 10 ME the total amount of mem-

ory, including the flows described before we need: ∼ 20Mbytes of memory, which is perfectly

manageable with state-of-the-art hardware.

5.4.2.3 Bandwidth

The other important bottleneck to consider is the amount of control traffic generated by the

system. This is important in order to evaluate the scalability of the platform.

Using the same test as before with the same conditions, we obtain a cost in terms of band-

width composed by two different parts:
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1. New flow rate (N): FD ∗N = 13∗2000∼ 208Kbps

2. New packet rate (P): PD ∗P = 18∗44000∼ 6.3Mbps

Amounting to a total of ∼ 6.5Mbps per ME, again, with 10 ME the total amount of traffic

generated would be ∼ 65Mbps which compared with the average of 360Mbps of real traffic

corresponds to a 18% of control traffic ratio.

5.5 Conclusions

This initial chapter presents the grounds and basic building blocks of a Network Parameter

Acquisition System. The proposed system constitutes the main entities, namely Monitoring

Entities, Processing Entities and Inter-Domain Subscriber Entities. Each one complying with

the different requirements of the system: traffic collection, packet matching and metric extrac-

tion; and Inter-domain result publishing. All these make of NPAS a suitable proposal for a

on-line SLA assessment infrastructure.

However, deploying a NPAS system as described here can consume a fair amount of re-

sources, we proved this considering specific but representative network conditions. This poses

the main scalability problem of the system.

The main contribution related to this chapter is [107], it already presents some ways of

improving this scalability issues, we detail such improvements in chapter 6. In this trend,

the major goal of the rest of this thesis is devoted at looking for ways of improving such

poor performance, with the goal of making of NPAS a really scalable and broadly deployable

system.

The different optimisations we will present range from time classification of the packets,

to advanced traffic sampling techniques to accomplish the desired reduction in control traffic

requirements.
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Time based reporting

So far NPAS has defined a structured framework for on-line SLA assessment. But it requires

a fairly large amount of resources in terms of control traffic on the ME. As a first approach, to

alleviate this burden, we propose in this chapter a simple mechanism, based on time windows,

that can drastically reduce the required amount of resources without any loss in the accuracy.

6.1 Traffic classification

Deciding the information that must be available on the PE or IDSE is not enough for having

a scalable and reliable reporting system. We present here the initial set of extensions in the

Intra-Domain Reporting Protocol for reliable and efficient reporting, we also study the cost of

the solution in terms of bandwidth.

The Intra-Domain Reporting Protocol (IDRP) specifies the information exchanged between

ME(s) and PE. In this extension, which we name Extended Intra-Domain Reporting Protocol

(E− IDRP1), we aim at the reduction of the used bandwidth in the ME and PE communication

while keeping accurate information about QoS metrics.

The basic approach presented so far reports the QoS metrics in a per packet basis. Besides

the obvious overhead caused by the IP headers, the whole solution is very expensive in terms

of bandwidth. As described before, each new flow generates a 13 byte flow descriptor (FD) that

is sent separately from the packet’s information. Together with FD a PD is generated for each

packet. It requires a 18 byte data structure as already shown in Figure 5.2.

In summary, reporting per packet information depends on the new aggregate rate and the
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packet rate for each monitored flow, which follows expression 6.1.

BW = |FD| ·N+ |PD|
n

∑
i=1

Pi (6.1)

where N represents the rate at which new aggregates (flows) per second arrive. Pi holds the

packet rate of flow i for all flows under analysis. As it can be noted the bandwidth usage of this

mechanism grows linearly with N and P.

In order to overcome this high demands the rest of this section presents an optimisation to

the system by using traffic classification.

6.1.1 Extended Intra-Domain Reporting Protocol

The proposed mechanism, instead of performing per packet reporting, uses a Time Window

(TW) for packet collection. Such time window is defined by a time interval t that sets the

gathering periodicity and the reporting rate. This solution permits to reduce the reporting

overhead, by removing some redundant information present on the per packet case, at expenses

of delaying the packet’s reporting. The frame format is shown in Figure 6.1. The fields contain:

• Window ID: It is an identifier which indicates the base time window on the ME for the

aggregation group. It contains the timestamp of the window start time.

• AID: It contains the aggregate identifier (Flow, CoS, etc.).

• Packet’s CRC: Identifier for matching packets among ME.

• Offset: Offset of the current packet since the beginning of the time window.

WindowID AggID
1

P_CRC
1

Offset
1

...P_CRC
2

Offset
2

AggID2
...

Figure 6.1: Frame format

This protocol extension fits in the overall system as a new optional layer as depicted in

Figure 6.2. This new layer sets the Time Window, informs the ME how to encode the per

packet information and instructs the PE on how to decode it. It also decides which is the

aggregate to use.
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Figure 6.2: Block view of (E)IDRP

The advantage of this design is that the system, in case of need can fall back to the per

packet reporting whenever it is necessary.

Another issue to consider is that this mechanism requires alignment in the TW among all

the ME on the Measurement Domain, since PE matches each packet on the fly, it requires

that the information for the same packet arrives as close as possible from all the ME. Even

having this TW alignment among ME, in the window edges some packets can fall on different

time windows as shown in Figure 6.3. This is caused by non-constant One-Way Delays. For

example P3 in ME1, which is in Time Window TW −1 ends up in TW −2 for ME2.

P
1

P
2

P
3

ME1

ME2

P
4

P
5

P
1
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3

P
4

P
5

Time Window 1 TW-2

Figure 6.3: Time Window alignment problem
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The TW misalignment can be avoided by having a buffer in the PE with a history of n

time windows. Therefore H = n× t determines the time threshold when a packet falls out of

the buffer, and is considered as lost by the system. Provided that the analysed traffic in QoS is

constrained, it means that such traffic is sensible to high one way delays. Therefore considering

these packets as lost is not a big issue from the practical point of view, assuming we honour the

limits set by the SLA contracts.

In this extension n and t are critical parameters. On the one hand, t determines the reporting

interval latency, on the other hand, n limits the maximum packet’s OWD.

It is important to consider the following issues when choosing the values for these param-

eters:

• The traffic under analysis has QoS restrictions.

• Big t leads to high lags in the reporting.

• Both t and n determine the required memory, into the ME and into the PE.

The system requires fast response when the desired QoS is not provided, which implies small

values for t. At the same time, H must guarantee that all the traffic within delay and loss limits

is properly identified. This can be accomplished by using high values of t or n.

As reflected in [65] depending on the classes of service, the upper OWD bounds end-to-

end are around 400ms with a IPDV of ±50ms (notice that this values might differ depending

on QoS policies).

Choosing t and n complying with the above restrictions has the trade-off between fast

response and traffic parameters limits. Regardless of the selection H ≥ 450ms must hold in

order to guarantee that the parameters are within the limits. Sensible values for t range from

50 to 225ms. In the case of n in normal conditions it ranges from 2 (n = 1 is not a valid option

if we want to avoid the alignment problem) to 9 (as n× t ≈ 450ms for t = 50ms). Although

depending on the QoS policies this values can differ. An experimental analysis and proper

selection of t and n is presented on section 6.2.2 below.

6.1.2 Bandwidth and memory requirement analysis

Expression 6.2 models the bandwidth requirements when using traffic classification. Given a

list of present aggregates At , a list of New Aggregates Nt in t where N⊂A, Pti the new packet
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rate in t of aggregate i, and |o| the size of the offset. Then,

BW = |AD| ·Nt + |AID| ∗At +(|PID|+ |o|)∗
n

∑
i=1

Pti (6.2)

All the values in the expression depend on the time window t.

Depending on the aggregation type, the required bandwidth might vary largely, as it relies

on At and AD. Although, several types of aggregation might be used, as a proof of concept,

this work uses Flow and CoS aggregation. The choice is compelled by the different overhead

present on each alternative.

When using flow aggregation the overhead tends to be high, as there can be many new flows

per time window, with the corresponding FD (13 bytes) and the flow identifier (32 bit). While

for CoS aggregation the overhead is much lower since CoSs are limited in real scenarios. For

example in ITU’s recommendation [65] just 5 Classes of Service plus best effort are defined.

This represents a negligible CoS descriptor.

The drawback of high aggregation techniques, such as CoS aggregation, is the loss of

information tied to it, as different flows from different sources and to different destinations

are aggregated and considered as similar traffic. In this context this is not an issue, since

Differentiated Services guarantee that each class is treated fairly on the whole DiffServ domain

[33].

Comparing expressions 6.1 and 6.2, we can infer that the overhead produced by the AD is

the same in both solutions, but in the case of the packet reporting itself with this new proposal

the obtained reduction comes from the fact that |PD| � (|PID|+ |o|) in particular, 18� 6,

expecting in a theoretical best case, three times less resource consumption with the packet

reporting. Notice that the overall reduction will be lower than that since the AD is the same

as before, unless no new flows arrive during the period, or we use highly aggregated traffic

collection (e.g. CoS).

In terms of memory depending on the implementation on the PE it does not change its

memory fingerprint. But in the case of the ME, with this new approach we will require memory

at least for one Time Window, plus for the new flows descriptors during the same time window.

This amounts to:

M = |AD| ·Nt + |AID| ∗At +(|PID|+ |o|)∗
n

∑
i=1

Pti (6.3)

The expression is similar to the case of bandwidth requirements but expressed in bytes.
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6.2 Experimental Evaluation

With the goal of validating the feasibility and resource consumption of NPAS, we performed

a series of tests in different real scenarios. Such tests aim to prove that the system can be

deployed with bearable resource consumption. The tests also state experimentally the effects

of the different parameters in IDRP (t and n).

6.2.1 Testing environment

Two different sets of tests have been performed with the goal of, i) Experimentally evaluating

the values t and n presented above. ii) Estimating the real bandwidth used by NPAS on a trace

obtained in a real backbone.

This evaluation is performed by using two different testbeds, each one achieving one of the

above objectives:

EuQoS testbed In order to experimentally obtain suitable t and n values we used the testbed

provided by the IST EuQoS project [45].

The EuQoS project, besides developing a solid infrastructure for end-to-end QoS provision,

provides a European wide testbed which allows us to test different technologies, resulting in a

representative scenario where to deploy NPAS.

There are currently eleven different local testbeds which are interconnected via the Géant

network and National Research and Education Networks (NRENs) through private tunnels

whose topology form a configurable mesh. Each partner’s testbed uses different network tech-

nologies. Such as: UMTS, xDSL, Ethernet, Gigabit Ethernet and WiFi (802.11).

For the purposes of this work, the whole testbed will be considered as a single MD.

Backbone traffic collection Although the EuQoS testbed is suitable for testing under con-

trolled traffic loads, to experimentally evaluate the scalability of the proposal, more knowledge

of operational traffic from a real network is required.

Hence, to estimate the used bandwidth of the system we performed a full link collection

in different hours on a collection point located in a vantage Gigabit Ethernet link on the back-

bone of the Spanish and Catalan NREN. This point permits to compute and analyse traffic

characteristics such as number of packets, number of flows and amount of new flows per time

unit.
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We do not detail here the traffic characteristics since this trace is the same we already used

in Section 5.4.2.3.

6.2.2 Experimental parameter selection

We used some real network information to have a clearer idea of typical end-to-end OWD

characteristics of the network. Hence, we performed a set of 520 tests from January until

December 2006 using the EuQoS testbed. The tests were composed by a set of combinations

of different packet rates, packet sizes and daytime and nighttime tests. A broad range of packet

loss and delay variation conditions were encountered given the different cross-traffic found on

the network at different days, hours and physical locations all over Europe. That gives good

range of one way delays to give proper insights for choosing t and n in the network.

The tests were performed by actively generating controlled traffic into the EuQoS network

and computing all the end-to-end OWD. Later these traces were processed off-line to model

the OWD characteristics of the network depending on different t and n values.

As we already discussed, t and n set the thresholds for packet losses. Figure 6.4 shows

the percentage of packets out of the window due to late arrivals for each t and n. For ease of

exposition, the figure only shows the results for n = 1,3,5.
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Figure 6.4: Error in packet losses count for n = 1,3,5

The results show a non-negligible amount of packets with very high delays (higher than

400ms). This is caused by congested xDSL and UMTS links found in some testbeds.
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In order to guarantee that most of the packets are within the time window we computed the

99.5 percentile of delay for all the tests, obtaining a value of 509ms. As discussed before H =

t×n and for assuring a smaller error than 0.5% H ≥ 509ms, we also need n≥ 2 because with

n = 1 the system suffers of the TW alignment problem exposed before. With these constraints

the optimal values for our tests are n = 3 and t = 175. Giving a H = 525ms.

Moreover, observing the figure, it also shows the big jump on the delay distribution between

t = 150ms and t = 175ms for n = 3 which passes from 2.2% of packets out of the window to

less than 0.5%. Another important conclusion is that for n = 5 the small improvement is not

worth maintaining the window respect to n = 3 in this particular case.

6.2.3 Bandwidth usage

Apart from the percentage of losses due to TW’s size, the lower is t the higher is the overhead

caused by the reporting. This overhead is caused by sending AID for each reporting block. The

bandwidth used by this control traffic depends on the packet rate, new flow rate and number of

flows per t.

To have better insights about the used bandwidth when deploying our solution, typical

traffic characteristics must be known. We perform this evaluation with the trace we got from

the Spanish NREN as described previously.

The results given in this section assume the unrealistic scenario where all the traffic is under

QoS restrictions, so the obtained results are strict upper bounds of the real cost of the solution

in such a network.

Table 6.1 summarises the bandwidth required for each t both for the Flow and CoS based

aggregation. Values represent absolute bandwidth per ME on the MD. The values on the ta-

ble show the average cost when the system reached the stationary state without including the

additional cost of registering all the flows by sending FD to PE during NPAS startup. In our

experiments during such startup, the maximum new flow rate grows linearly from 1315 to 5756

for 50 and 400ms respectively.

Using the original per packet reporting as discussed in Chapter 5 with this data, the control

traffic generated is 6.5Mbps. Using the aggregation technique presented here, it represents a

reduction in the worst case of 27% of control traffic overhead over the per packet reporting.

Using CoS aggregation delivers a control traffic reduction higher than 1Mbps. This reduc-

tion is caused by two different factors:
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t (ms) N. Flows N. Pkts New Flow Rate BW per flow BW per CoS

50 1336 2870 101 4.74 3.68

75 1856 4305 152 4.68 3.68

100 2325 5740 202 4.63 3.68

125 2750 7174 253 4.59 3.67

150 3142 8609 304 4.55 3.67

175 3504 10044 354 4.52 3.67

200 3839 11478 405 4.50 3.67

225 4145 12913 455 4.47 3.67

250 4432 14348 506 4.45 3.67

275 4701 15783 556 4.43 3.67

300 4959 17217 607 4.41 3.67

325 5206 18652 658 4.40 3.67

350 5442 20087 708 4.38 3.67

375 5671 21522 759 4.37 3.67

400 5893 22956 809 4.35 3.67

Table 6.1: Used bandwidth per bin (Bandwidths in Mbps)

1. AD is not generated as the CoS are decided in advance.

2. In a t period there are a non negligible amount of flows, which require a FID, as we

discussed in figure 6.1, while CoS IDs are negligible.

It is worth to note that with the traffic reduction resulting from this optimisation and as-

suming the presence of 10 ME, the used bandwidth simbolise 9% of the present traffic on the

links considering per flow reporting. This means a reduction of around 50% compared to the

basic per packet reporting.

In the case of CoS reporting the reduction in required bandwidth lowers to 6.98% of the

total existing traffic, a noticeable reduction as expected.

6.3 Conclusions

In this chapter we focused on the lossless optimisation of the required resources of the system.

The most representative contribution of this part of the work can be found at [107]. We were
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able to reduce drastically the required bandwidth to on-line reporting of the QoS metrics. This

new solution impacts on the performance only in two different aspects: i) there is a lag upper

bounde by t time units on the reporting to the PE, and ii) the ME requires more memory than

the previous approach where no information was temporarily stored on the collection point.

Nevertheless, with this solution we have a very good alternative to the original approach

as we experimentally demonstrated. In the next chapters we will try, using as a base this

Time Reporting, to further reduce the required resources, this time with novel Traffic Sampling

techniques.
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Sampling based reporting

As we have seen, Time based reporting is a good optimisation in respect to the per packet

reporting. Moreover it provides a lossless optimisation of the resources which is very desirable

in this context. Nevertheless, this bandwidth requirements can be a problem in high speed

links given the, still, large amount of bandwidth required. In this Chapter we propose a static

sampling solution which, by trading-off some accuracy, permits to further reduce the required

resources. For the sake of clarity, we do not introduce in this chapter the more advanced and

tightly related Adaptive Sampling solutions, which we will detail in Chapter 8.

7.1 Background

A brief introduction about traffic sampling has been done in section 4.3.3, but given the specific

constraints our system is tied to, it is in order to detail a bit more the relevant related work, and

the required existing mechanisms, which we adjusted to our distributed reporting system.

Traffic sampling for network metric estimation is a topic covered many times in the past

(e.g [37; 124; 130; 131; 132]). Sampling can be applied to a broad range of fields with the goal

of reducing the needed resources to compute a given network characteristic.

Such efforts on sampling Internet traffic evolved on Packet SAMPling (PSAMP), an IETF

Working Group in charge of defining and standardising the different sampling techniques ap-

plicable on network measurements.

Of all the different approaches proposed by PSAMP, the chosen solution must provide a

deterministic packet selection function used to match the packets on each collection point. A
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possible solution was first presented by Duffield et al. [38], where the authors present a method-

ology for inferring the packet’s trajectory by using hash sampling that particular technique was

called trajectory sampling. The solution reduces the analysed traffic by using sampling together

with a hash function over some selected fields on the packet’s header. The main difference be-

tween trajectory sampling and our approach is that, while trajectory sampling uses hash based

sampling in order to decide which packets to select regardless of its origin, we must consider

all the flows within SLA contracts, and hence we must extend the usage of hash sampling.

Specifically we define a two level hash table to overcome this limitation.

In the distributed QoS metric analysis field another sampling approach is used in [29],

where well-known traffic sampling methodologies are used for computing one-way delays and

packet losses in ATM networks. The caveat of that approach is that it relies on the informa-

tion stored in the ATM cells, not permitting its application in other technologies. Moreover,

their solution only considers scenarios with two static monitoring points on the network, while

our proposal goes one step further giving a generic solution for technology independent intra-

domain QoS parameter acquisition.

7.2 Static Sampling

The complexity of applying sampling in this distributed scenario is that centralised techniques

(e.g. the techniques presented in [124]) are not well suited for this task, since they do not

guarantee that all MEs capture exactly the same set of packets. Thus, accurately determining

packet losses or one way delays is not feasible. We solve this issue by defining a deterministic

sampling technique to match exactly the same packets all over the different ME, and later

computing the network metrics. This technique permits all the different ME to collect traffic

independently, only the selection function at configuration time has to be shared by the MEs.

Hence, once again, we extend the IDRP (E − IDRP2) as shown in Figure 7.1. As it can

be observed, we insert a new abstraction layer on the ME, which is in charge of selecting the

chosen packets to be reported depending on the sampling function. On the other side, the PE

must infer the real statistical values out of the applied sampling.

As in the case of Time Based reporting, we can fallback to the simpler reporting mecha-

nisms.

The distributed sampling method proposed in this chapter is based on the hash sampling

technique proposed in [38]. Hash sampling computes a hash function over a set of fields on the
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Figure 7.1: Block view of (E)IDRP2

packet’s header. Thus, a packet is only analysed if it falls within specified positions in the hash

table. This permits to efficiently control the resources and the sampling rate of the solution. In

order to adapt this technique to our environment, using only one hash table is not sufficient,

since the QoS monitoring framework has to guarantee that all the flows under SLA contract are

considered for the analysis. Thus, the sampling must be applied within the flows, not directly

to all the collected traffic. Therefore we identify the packets using two different keys, the flow

identifier and the packet identifier.

7.2.1 Hash functions analysis

The above requirements are implemented using a two level hash table as shown in Figure 7.2.

The flows and the packets tables are indexed by two different hash functions, one that uses the

Flow identifier and the other with the Packet Identifier.

7.2.1.1 Flow Identifier hash function (FH)

The flow identifier (FID) has 32 bits and it is obtained using the typical 5-tuple for flow selec-

tion: Source and Destination Addresses, Source and Destination Ports and Protocol.
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Figure 7.2: Structure of Flow (FT) and Packet (PT) Hash Tables

The flow identifier is hashed by a randomly generated H3 hash function [24], which dis-

tributes the flows uniformly and unpredictably. This way, we guarantee minimum collisions in

the first hash table. If a collision is found, a linked list of the colliding flows is created. In our

context we must resolve collisions on the flow tables, since the system must consider all the

flows under SLA constraints.

7.2.1.2 Packet Identifier hash function (PH)

The packet identifier (PID) has 32 bits, and it is generated by a CRC32 from 27 bytes of the

packet’s payload, as explained in Section 4.3.3.

Using both functions presented above allow us to quickly insert each desired QoS informa-

tion. Each flow hash table has a size of A packets, from where only the first r are considered

(see Figure 7.2 where we suppose r = 2 as an example). Possible collisions on the second hash

table are ignored (the new packet silently overwrites the previous one). Hence, a parameter to

consider is the size of the packet hash table. As we detail in the results, for fairly small hash

tables collisions are rarely found.

When a new packet arrives to a ME it is classified to the flow where it belongs, the particular

Flow hash Table (FT ) entry indicates the specific table (PT ) where the packet must be stored.

Then PH is computed and the packet information is stored into the second hash table.
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7.2.2 Applying the Sampling

Once we have all the information stored into the hash table, the last step is to choose which

packets will be sent to the PE. In this approach we consider that the sampling rate is applied

uniformly within all the ME involved on the measurement. Let ρ be the upper bound of the

sampling rate. In some situations ρ might not be applicable, since the number of packets

received by ME is discrete, then the minimum applicable sampling rate to flow f is ρ( f ,1) =
1

R f
,

where R f holds the number of packets received during the time interval in flow f .

Analogously, the maximum sampling rate is achieved by ρ( f ,R f ) =
R f

R f
= 1. Hence all the

possible sampling rates for flow f are: R f = {ρ( f ,1), . . . ,ρ( f ,R f )}. Then we define the applied

sampling rate to f as, ρ( f ,i) which ∀i : 1≤ i≤ R f is closest to the particular ρ.

Hence, the total effective applied sampling ρe is defined as

ρe =
∑| f |i=1 ri

∑| f |j=1 R j

(7.1)

where | f | is the number of flows among all the MEs and ri = ρiRi, the considered packets in

flow i for the study. Therefore ρe defines the effective sampling rate on the system, and thus

the real required bandwidth for the control traffic. We must highlight that this value depends

on the traffic existing on the network, thus not known in advance.

The application of the sampling rate to the packet’s hash table must be done in a deter-

ministic manner in order to synchronise the different ME. Therefore, we use the same t time

window defined in the previous chapter. Now t triggers the selection of the packets and flushes

the hash tables. The sampling rate is applied by selecting the first r f packets of each monitored

flow on all the MEs. r f is obtained from the applied sampling rate ρ f and from R f : r f = ρ f R f .

Note that the hash tables on each ME will have exact copies for the common flows except

when there are packet losses, that is when a packet appears on some ME and not on the others

down the path. After t time units we transfer r f packets of each table towards PE, which

matches all the packets over all the MEs reporting the QoS metrics.

Moreover, using this solution we can speed up the packet matching performed on the PE,

because we know the exact position of each packet in the hash table for all the ME, given that

it is the same for all of them (or we have a packet loss).

Another point to consider is when the OWD between two ME is big, it can happen that

some collected packets on the first ME have still not reached the second, to avoid this, the PE

holds an historic of some time windows t. Analogously to the parameter n described before.
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7.2.3 Memory and Bandwidth Requirements

Since we do not know in advance if the hash table will be full, or if there will be empty entries

on it, we have to allocate memory for A entries for each PID to chose the first r f . Assuming a

flow hash table with f active flows, λ bits per FID and with ω bits per PID, the overall memory

Θ required per ME by the system is upper bounded by expression 7.2:

Θ≤ λ f +ω f A (7.2)

Where λ f is the size in memory of the flow hash table, ω f is the size of one packet hash

table. In our system λ = ω = 32bits which produces Θ≤ 32 f (A+1). Where Θ depends on the

active flows f and the size of the hash table A, and not on the actual packets traversing the ME.

Regarding the bandwidth, using small r f implies less required bandwidth, lower sampling

rate and less precision for the results, as we have less information to estimate the real values.

Moreover, t determines the flushing period of the hash table and thus bounding its reporting

interval. In the next section we discuss the appropriate value for A and t in a real scenario along

with the experimental memory and bandwidth requirements of its deployment.

7.3 Methodology and Experiments

For validating the proposed sampling mechanism we used the same set of tests provided by the

EuQoS project and described in 6.2.1. For this study the testbed is configured to act as a single

domain, with one ME deployed on each technology, amounting to 12 ME and 1 PE.

In order to ease the validation, instead of directly sampling the traffic, we collected the

complete trace and applied the different sampling rates off-line. For the sake of the exposition

we only show results for the following sampling rates: ρ = 0.35, 0.15 and 0.05, that corre-

spond to effective rates (using expression 7.1) ρe = 0.31, 0.11 and 0.04, which in our opinion

represent examples of low, medium and high sampling rates. With this methodology we were

able to compute the metrics for each sampling rate and its accuracy by taking as reference the

complete original trace. Therefore we can compute the accuracy of our solution.

In summary the methodology for validating the accuracy of the technique consists of the

following actions:

1. Generate the test traffic and gather all the traces on MEs.
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2. Apply off-line the different sampling rates ρ f with the chosen bin size t. This is the

information sent to the PE.

3. At the PE, for each bin and ρe the average OWD is computed.

4. Finally each sampled OWD result is compared with the original, as detailed later in this

section.

As a second set of experiments, in order to assess the costs and the memory requirements

of a deployment on a real network, we used again the same trace from the Spanish NREN

described in Section 6.2.1.

7.4 Experimental Results

In this section we validate the proposed sampling mechanism by using the previously described

testbeds. We detail the experimental tests, the selection of A and the accuracy obtained by

applying several sampling rates to the traces. The analysis is completed by the study of the real

memory requirements of the solution.

We use the same selected value of t in the previous chapter: t = 175ms.

7.4.1 Selecting A

One of the basis of our infrastructure is the use of a hash table. The size of the table impacts

directly to the system’s performance. On the one hand, the smaller is the table the less memory

the system requires to operate. On the other hand, the bigger is A the lower is the collision

probability. We have to point out that having collisions is not a big issue because we are using

sampling. Therefore we will not consider all the packets for the analysis, as long as we have

r f packets to study per bin and per ME. So we advise using A� max{r f } for any flow on the

system.

In order to evaluate the effects of such table size we used the Catalan Academic Network

traces described before. There the results show that typically on a network where t = 175ms

we have an average of ∼ 3500 flows with a total amount of ∼ 10000 packets per bin. It results

on an average of ∼ 3 packets per bin on each flow, but with a maximum packets per bin of

1440 belonging to bulk transfer flows. This values are upper bounds in our scenario, since

we consider all the traffic on the link, while for SLA assessment we would only consider part
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of the traffic. Anyway we think that the analysed traces are quite representative of the normal

behaviour on the Internet.

We used this information to study the effects of different hash table sizes, specifically we

choose different prime numbers A = 19,73,101,647,1297,3187,7919 and 16979. Using prime

numbers together with a robust hash function is advisable in order to minimise the collisions

[38]. From the tests we computed several statistics as shown in Table 7.1. The table details

the probability of having a bin with a collision, in our case it is ∼ 30% for the minimum size

and is rapidly reduced down to 0.01% in the case of the biggest considered A. From the bins

with collision we computed its maximum and average length (columns 2 and 3 respectively),

for example with size 1297 in the worst case we only have 143 collisions, while from all the

bins with collision their average is only 1.34. As it can be noted the gain of further increasing

A from 1297 is not worth the cost increase in terms of memory, since we have a very small

amount of collisions.

A W/ Col. Max. Col Avg. Col Max. Rate Avg. Rate

19 0.7 161 6.85 0.89 0.32
73 0.51 112 3.34 0.63 0.14

101 0.45 100 2.87 0.56 0.12
647 0.15 24 1.52 0.50 0.07

1297 0.08 15 1.34 0.33 0.06
3187 0.04 12 1.20 0.33 0.05
7919 0.02 5 1.12 0.25 0.04

16979 0.01 5 1.09 0.17 0.04

Table 7.1: Collisions summary for different sizes of A

In the table, the first column reports the collision probability for each tested size, it shows

the fast decreasing of the collision probability as the table size increases. The rest of the

columns only consider the case where there has been any collision, removing the cases where

no collision occurred, this is the most common case for tables bigger than 100 packets. In the

second column we show the maximum collisions in a bin, which again is greatly reduced by A.

The third column indicates the average collisions per bin, which is very low as the table size

grows. Columns 4 and 5 show the maximum and average ratio of collisions, that is, the number

of collisions in respect to the whole amount of packets, only considering bins with at least one
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collision.

In [38] the authors recommend to use A = 16979, with our strategy we can reduce this value

because we classify the packets into flows, reducing this way the amount of packets entering

each hash table. Therefore the rest of the chapter assumes A = 1297.

7.4.2 Validation

We focus the validation of the platform with OWD accuracy analysis. As a complementary

study we analyse the drawbacks of the proposed technique with the PLR accuracy and the

possible solutions.

7.4.2.1 One way delay analysis

The study of the OWD accuracy is performed by comparing the estimated values using sam-

pling with the real results of the full trace. Therefore, all the analysis computes relative error

values as detailed on equation 7.3:

εS =
∣∣∣∣1− x̂

X

∣∣∣∣ (7.3)

Where X is the real value taken from the complete trace and x̂ stands for the estimate obtained

by applying sampling.

Expression 7.3 is applied to all the averages obtained from the actions described previously.

Figure 7.3 presents the Cumulative Distribution Function (CDF) of the relative error of One

Way Delay. In the figure the X-axis shows the relative OWD error and the Y-axis holds the

cumulative probability. Table 7.2 complements the results with the most relevant percentiles.

ρe 99th prc. 95th prc. 50th prc.

0.04 0.16 0.04 0.001
0.11 0.08 0.02 ∼ 0
0.31 0.03 ∼ 0 ∼ 0

Table 7.2: Relative error Percentile for OWD

As expected, the more we increase the sampling rate the better is the accuracy. In the worst

presented case with ρe = 0.04, the error in estimating the 95th percentile of OWD only shows

4% error, while for 90th percentile it is further reduced to 2%.
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Figure 7.3: CDF: relative error of the sampling estimate

In a SLA controlled scenario admissible OWD for typical real-time applications range from

50 to 200ms (as in the case of VoIP communications [59]). Having relative errors lower than

2% give a usable estimate in order to decide whether the quality is within good thresholds.

7.4.2.2 Packet loss analysis

Analysing packet losses is a much more complex issue than OWD. The reason is the sporadic

and discrete nature of a loss. To ease the analysis here we consider packet loss ratios instead of

the canonical value. This permits to compare the results of packet losses for tests with different

rates, we compute the loss ratio for each sampling rate using expression 7.4:

P̂LR = 1− x̂
r

(7.4)

Where r stands for the sampled packets of each p for the whole bin, and x̂ is the loss

estimate in number of packets obtained for p.

Then the absolute error is computed taking the full trace as reference using ε = |PLR−
P̂LR|.

Another consideration is the case of zero packet losses on a test. This case clearly biases

the results, since the packet loss ratio is always correctly estimated regardless of the applied
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sampling rate. All the tests with no packet losses are withdrawn from the analysis, leaving a

total of 194 tests with losses. Figure 7.4 displays the CDF of those 194 experiments. It can be

noted that 95% of the tests have an error higher than 20% for 31% sampling rate, while 90%

of the analysed cases fall around 15%.
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Figure 7.4: CDF: Absolute error in packet loss ratio respect to the real value

For lower ρ the results are much worse. Given the importance of accurate estimation of the

PLR, we can assess that this mechanism requires some improvements. We address the issue in

the next chapter.

7.4.3 Memory and Bandwidth analysis

With the proposed sampling technique, we reduce the required control traffic proportionally to

ρe. Specifically we can reduce the cost of the packet reporting, but not the aggregate reporting,

therefore:

BW = |AD| ·Nt + |AID| ∗At +(ρe|PID|+ |o|)∗
n

∑
i=1

Pti (7.5)

That is the same expression as 6.2 but weighted with the sampling rate on the cost of the

packet reporting.
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The associated cost of using this approach is the increase in memory requirements of the

solution. Each ME must hold the hash structure presented before. We studied the memory

requirements of deploying this solution on the Catalan Academic Network assuming the traffic

conditions detailed previously.

With 3500 flows per bin, we need Θ' 18Mbytes on each ME for the hash table. This value

has been computed using equation 7.2.

The amount of required memory on the PE depends on each r f and on the amount of flows

and ME. Assuming the above network with 12 ME with 20 packets per bin and ρe = 0.11,

then r f = 2 hence the PE needs ∼ 328Kbytes. Only considering the storage of the packets, the

whole cost must also reckon the cost of the aggregate descriptors as we already discussed on

the previous chapter.

7.5 Conclusions

In this chapter we discussed thoroughly the application of distributed sampling in order to

estimate the OWD. The main contribution related to this chapter can be found at [108].

During the study we discovered that estimating PLR is a much more complex issue, the

main problem comes from low rate flows, where our system collects few packets per bin.

It is well known [26] that the achieved accuracy (within a 95% confidence interval) when

classifying sampled traffic into categories is bounded by ε ≤ 1.96
√

1
r , where r is the amount

of sampled packets within the category (packet losses in our case).

The above equation assumes normality in the distribution of the samples, but it is feasible

to use it if we have randomness in the sampling process, which we have with hash sampling.

As a matter of fact, with the sampling methodology presented previously, the selected packets

are unpredictable in advance since the selection depends on packet contents, hence the process

complies with the restriction, as guarantied with hash sampling [37].

Nevertheless, estimating PLR with the above technique leads to inaccurate results. Hence

this technique is not suitable for the estimation of this metric. In the next chapter we discuss

some improvements over this misbehaviour.
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Adaptive Sampling reporting

This chapter presents two different improvements respect to the static sampling solution in-

troduced in the previous chapter. Both improvements use the same basic ideas about resource

sharing. That is, to detect unexpected behaviour based on some metrics. We analyse IPDVs

in one alternative and PLR on the other in order to get a novel adaptive sampling algorithm

that gives two advantages over the static solution i) bounded and controlled use of resources,

ii) much better estimation of packet losses.

The description of this novel approach is preceded by the deep study of packet loss be-

haviour in nowadays networks. This knowledge will be used later in the adaptive sampling

solution. And it is presented here both as a contribution [110] and as a necessary background.

8.1 Packet Loss Analysis

Packet losses are an important metric when assessing network performance. Most of the pre-

vious work [17; 44; 119] proof that packet losses usually have a bursty nature, with a non

negligible amount of sporadic packet losses.

Bursty losses degrade the quality to a higher degree than sporadic packet losses, since

application’s correcting algorithms do not work in such situations [59]. In [17] and in RFC-

3357 [71] the authors define a loss burst as the sequence of consecutive lost packets. With this

strict definition it is possible to detect lossy periods, but in a congested environment many of

those loss periods can be chained together, with few successfully transmitted packets, forming

a longer time period with poor network conditions. It is advisable to take into account such

103



8. ADAPTIVE SAMPLING REPORTING

periods for improving the PLR estimation in our algorithm. Hence we propose to generalise

the concept of bursty losses by using density thresholds as explained in this section.

8.1.1 Definitions

In a congested link, when using a common drop tail queue, the last packets arriving a node are

discarded. But while the queue is emptying there will be room for accepting new packets, at

least until the queue is full again. In this situation there would be several packet loss bursts with

few successfully sent packets in-between. This situation is difficult to detect with the classical

burst definition because the loss bursts are much shorter than the congestion period. For NPAS

this situation must be handled in order to react in time and improve the packet loss estimation

in such cases.

Therefore, in this work we extend the classical burst definition: A packet loss burst is the

interval of time with a density of packet losses higher than a threshold τ.

Formally, given a stream of numbered packets P = {p1, . . . , pn} belonging to a flow f with

sending timestamps Ttx = {t1tx , . . . , tntx}, a packet pi is considered as lost if it does not reach its

destination with a predefined time T ; that is when T ≤ tirx− titx . Then `i = 1 if packet pi is lost

and 0 otherwise. Thus the flow stats regarding packet losses can be defined as L = {`1, . . . , `n}.
Using the above nomenclature we propose the following definitions:

Definition 2. Distance d(i, j) between a pair of packets pi, p j, is the amount of transmitted
packets between pi and p j. Where i < j, hence d(i, j) = j− i.

Definition 3. The density Λ(i, j) of packet losses between packet pi and packet p j is Λ(i, j) =
∑ j

k=i `k

d(i, j)
.

Definition 4. A burst of packets β starting at packet i then is defined by the tuple:

β =
〈
d(i, j),Λ(i, j)

〉
. Where ∀k | i < k≤ j,Λ(i, j) ≥ τ and @ z | d(i,z) > d(i, j) with j < z≤ n and

Λ(i,z) ≥ τ.

Hence, a burst is composed by the longest list of packets starting at i where the loss density

between i and j is higher than τ.

Definition 5. All the bursts B for a flow f are defined as B f = {β0, . . . ,βm} as the list of bursts
in a flow.

With the constraint that any βi cannot overlap with any β j for any j 6= i.
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Using the above definitions, we aim to study the behaviour of packet losses in a real sce-

nario. Moreover we analyse the effects of packet losses in concurrent flows with the same

source and destination. This study will help later in our adaptive sampling solution to estimate

the packet loss ratio.

8.1.2 Testbed

The used testbed is, as we already have considered in Section 6.2.1, the EuQoS testbed, with

the set of 520 tests of synthetic traffic. The experimental tests were performed during 2006 and

2007 using twelve different testbeds across Europe.

The packet losses were studied by actively generating UDP traffic on the network with

different properties. Specifically we generated periodic flows, with varying packet rates, from

16 to 900 packets per second among all the involved nodes in the testbed. We used different

packet sizes ranging from 80 to 1500 bytes per packet.

8.1.3 Burst study

Since many tests do not have any packet loss, we removed them from the analysis, keeping

the 22% of tests with some loss. In some of the performed tests we intentionally generated

more traffic than the available bandwidth, in order to obtain some congestion periods for our

analysis.

In the tests we identified all the bursts with Definition 5 and we used τ = 0.45. In this

section we do not aim to evaluate the effects of changing τ, we will focus on this in Section

8.3.1.

As expected from the tests most of the losses belong to a burst (around 99%), with an

average distance of 182 packets, which indicates an average burst duration of ∼ 180ms, but

with a large standard deviation (around 1100ms). The distance’s 99th percentile is around 6

seconds, this percentile is that high because of the induced congestion described above.

Considering the total amount of lossy periods1 in all the tests, just ∼ 43% were the begin-

ning of a burst, while the other ∼ 57% were only sporadic losses. This is detailed in Table 8.1.

As it can be noted the periods with sporadic losses are higher than those for bursts. Later we

will use this property in order to not overreact in the presence of sporadic losses.

1A lossy period starts at the first packet lost after a period of no losses and ends when the loss burst is finished
(or immediately in the case of sporadic losses).
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Burst Sporadic

Bursts in lossy periods 43.3% 56.7%
Packets in burst 99.2% 0.8%

Table 8.1: Details of Burst in the experimental analysis

But the most surprising outcome of this analysis is that counting the total amount of packet

losses as a whole these∼ 43% in reality represent the∼ 99% of the total lost packets. Meaning

that once in a burst, the probability of having lots of losses is very high.

8.1.4 Loss behaviour among flows

As we discussed before the accuracy of any sampling process is bounded by Equation 8.1:

ε≤ 1.96

√
1
c

(8.1)

Basically this means that the more packets we collect the better is our PLR estimation, but

sometimes we can be analysing low rate flows where after applying the sampling rate maybe

just one or two packets are considered per bin. In this situation we can fail to estimate the PLR

very easily.

In the following study we aim at proving experimentally that packet losses spread regularly

among all the flows in the same congested path.

It is well known from queueing theory that the probability of queueing of a packet depends

only on the traffic load in the network [70] and it is independent of the size of the packet or

cross-traffic packets. This means that the probability of losing a packet does not depend on the

flow to which it belongs. Therefore, during congestion the packets will be lost among all the

flows randomly. In this subsection we will analyse this theory empirically.

Then we can use this reasoning to infer that when we detect packet losses on one flow we

should increase the sampling rate of all the flows of the path since most probably they are also

experiencing losses.

We prove this somewhat regular spreading by selecting three different partners from the

testbed presented before. They were located in Warsaw University of Technology (WuT),

University of Bern (UoB) and Technical University of Catalonia (UPC), and generated traffic

with several flows simultaneously, from UPC to UoB, from UoB to WuT and from WuT to
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UPC. Some tests were performed with groups of 10 flows, for others we used 600 flows, each

group of flows were sent from the same source to the same destination during a 5 minutes

period. The groups of 10 flows had a packet size of 315 bytes with a rate of 200 packets per

second. While the groups of 600 flows used a packet rate of 20 pkt/sec and 60 bytes each. The

tests were performed at different hours with different cross traffic conditions produced by the

Géant network.

The comparison is performed by computing the PLR of each flows and compare the min-

imum and maximum PLR as detailed in Table 8.2. As it can be noted the PLR bounds even

if not exact on each flow within each group are close, with a bit more of variation for the 600

flows as expected due to the bigger amount of traffic.

(a) 10 flows

Min. Max.

Path 1 8 ·10−4 9 ·10−4

Path 2 1.5 ·10−3 1.7 ·10−3

Path 3 1.7 ·10−3 4 ·10−3

(b) 600 flows

Min. Max.

Path 1 13 ·10−2 17 ·10−2

Path 2 12 ·10−2 18 ·10−2

Path 3 2 ·10−4 5 ·10−4

Table 8.2: Min. Max. PLR among the flows

From the results obtained in this section we conclude that when we detect high density of

packet losses in one or more flows within a path, the probability that all the flows in the path

experience similar conditions is very high. Hence it is worth increasing the sampling rate of

all the flows sharing that path. This is an important property to exploit in order to improve the

PLR estimation accuracy.

8.2 Adaptive Sampling solution

Using traffic sampling in order to reduce the required resources is usually a good option. But

choosing the optimal sampling rate with minimum loss of accuracy is not straight-forward.

Moreover, knowing that control traffic (the reporting information from MEs to PEs) must

be limited on the network, it might force the per flow sampling rate to be further reduced.

Hence, selecting the right flows to change the sampling rate leads to better results than just

equally sharing the sampling rate among the flows.
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The methodology presented here permits to efficiently estimate the One-Way Delay and

Packet Loss Ratio using adaptive sampling and at the same time to have control over the used

resources.

Before detailing the approach, in order to fit this new structure on our system, we must,

once again, upgrade our IDRP to manage this new mechanism. In Figure 8.1 we show the

new blocks over the previous version. The traffic sampling technique is not modified, since it

worked properly. But now we insert the resource manager, which is the PE block that decides

the amount of resources to give to each ME. The following section describe possible techniques

to achieve this.

Packet Collection
(per aggregate)

ME

Per packet analysis

Packets Encoding

Aggregate Statistics

PE

Packet matching

Decoding

IDRP

E-IDRP
1

Packet Sampling E-IDRP
2,3

Inference

Resource
Mngr.

Figure 8.1: Block view of (E)IDRP3

8.2.1 Problem Formulation

Given a domain D with R = {r1, . . . ,rn} ingress and egress points of the network, and FD =

{ f1, . . . , fm} the list of active flows within the domain. Then R fi(t) (Ri from now on) is the rate

of the ith flow at time t, being n the number of ME and m the number of flows.

For simplicity we consider throughout the chapter that the resources for a ME is the band-

width required to send information to the PE.
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The resources required to monitor all the existing flows from ME i to ME j are

x′i j = S
m

∑
k=1

δi jkRk (8.2)

where S is a constant defining the amount of resources needed to process (and send) a single

control packet, for example the number of bytes. As it is a constant, for the ease of exposition

we will assume S = 1. And δi jk = 1 if fk goes from ri to r j and 0 otherwise. From this we derive

that the resources required for each ME (X ′i ) are X ′i = ∑n
j=1

(
x′i j + x′ji

)
. Hence, reporting in a

per packet basis implies that the total amount of resources (X) required for on-line monitoring

in domain D is: XD = ∑n
i=1 X ′i .

In general per packet reporting requires too much resources to be feasible. We ease this

requirement by applying adaptive traffic sampling to the solution. We consider that XD are the

global resources available to perform the collection and performance assessment. We need a

fair share of the resources among all the ME, considering that ME with more load (e.g. with

more number of monitored flows) deserve more of the resources. Hence, we need to adapt the

per flow sampling rate (ρ) in order to comply with this restriction:

XD ≥ X ≥ S
m

∑
i=1

ρiRi (8.3)

where ρi is the sampling rate (0 ≤ ρi ≤ 1) of flow i, Ri the rate in packets per second and X

the maximum resources reserved for the monitoring. Note that Ri (in packets/sec) is known

since the ME initially must collect all the traffic to decide whether it falls within the specified

threshold set in the hash table as described in Chapter 7.

We need a lower bound of the sampling rate, namely ρimin , which guarantees that it is

adjusted depending on the rate in a per flow basis, since low rate flows at small time scales are

very sensible to sampling rates. This lower bound determines the minimum required resources

for the whole monitoring task. Thus,

Xmin =
m

∑
i=1

ρiminRi (8.4)

This works well if the traffic has constant rates, but since traffic in general is variable

these values need to be updated periodically. Moreover, new and expired flows are bound to

appear over time. Both the new and expired flow management, and the update strategy will be

discussed later.
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The minimum applicable sampling rate has to take into account the rate of the flows, limited

by expression ρimin = 1
Ri
∀i \1≤ i≤ m.

Where ρimin is the minimum applicable sampling rate for all fi. This guarantees at least that

one packet per flow is captured. If cmin is the number of samples per fi then,

ρimin = 1 ∀i \cmin ≥ Ri

ρimin =
cmin

Ri
,otherwise

(8.5)

when more precision is required or more resources are available, assuring that at least cmin

packets per flow are considered.

In the same way we can define the maximum sampling rate to

ρimax = 1 ∀i \cmax ≥ Ri

ρimax =
cmax

Ri
,otherwise

(8.6)

where cmax determines the maximum number of per flow packets to be collected. Then Xmax =

∑m
i=1 ρimaxRi and Xmax ≤ X ≤ XD.

In order to ease the exposition we define ximin and ximax which refer to the minimum and

maximum resources for a particular flow respectively.

8.2.2 Resource Sharing

With equations 8.3 and 8.4 we know that after Xmin are used, the remaining available resources

(∆X) to share among the flows are

∆X = X−Xmin (8.7)

The goal now is to share the ∆X resources. Let’s define ωi as the weight assigned to the

flow i where ∑m
i=1 ωi = 1, then the resources assigned to the flow follow equation 8.8.

xi = min{b∆Xωic+ ximin ,ximax} (8.8)

It can be noted that the resources assigned to the flow are bounded by the Xmax as assigned

previously. Now the weights (ω) may be assigned in different ways, in this thesis we study two

alternatives: IPDV driven and PLR driven resource sharing. We will detail both alternatives in

section 8.3 and 8.4.
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8.2.3 Update strategy

Flow rates vary over time, ideally in our approach we want to know the rate for all flows

in advance. Since this is not possible in a distributed scenario, our proposal uses a periodic

updating mechanism divided into these steps:

1. Warm-up phase: initially the PE assigns xmin resources to the system.

2. Working phase: in each step (bin of size t) the PE collects the rates and the estimated

network metrics and computes the corresponding ci for each flow fi as explained before.

This ci will be effective on the next step.

Since the rate (ri) might vary from one bin to the other, the estimated effective rate consid-

ered in the analysis is R̂ = ∑h
i=1 Ri

h , where h is the history of the system.

The impact of this on the system is not important, since the bin size usually ranges in the

order of tens or hundreds of milliseconds, which implies that there is small variability from one

bin to the next. In the experimental analysis we assume h = 1 for this reason.

8.2.4 New and expired flows

Since users connect to and disconnect from many services, continuously new flows arrive and

others end in a domain. In our system the effects of such behaviour are that expired flows

release resources for the reporting, while new flows force a rescheduling of the already shared

ones.

In the case that a flow does not have any active packets on the bin, its resources are not used

in the current step. Note that increasing the ρ for other flows would lead to incorrect estimation

as the other ME receiving (or sending) the flow are not aware of the situation. In the next bin,

the flow without active packets will be assigned cmin resources and will enter in the Warm-up

phase again. If a flow stays in Warm-up phase during several consecutive bins it is considered

as expired, hence it is removed from the resource scheduling.

Another condition to be considered is the apparition of new flows on the system. When

this occurs, there is no time for the ME to ask the PE for a rescheduling of the resources, so the

ME enters in local rescheduling mode.

We know that each ME has Xi resources dedicated to it. Therefore to accommodate the

new flow (x j) the ME has the following alternatives:
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1. There are flows without active packets in the bin: in this situation cmin resources from

that inactive flow are used for the new. Equation 8.8 guarantees that the resources are

present.

2. All the flows have active packets: ME (r j) searches for the max(xi) ∀i x1...m and shares

its resources in the following way: xinew = xi−cmin and x jnew = cmin. Forcing x jnew to enter

in Warm-up phase.

In the next step the PE can fairly reallocate the resources to fit the new situation without

further issues.

8.3 PLR Based

In the previous section we have shown that there are a ∆X (See equation 8.7) free resources

to share among the ME. These ∆X resources need to be shared smartly. Obviously it is much

more useful to increase ρi for flows with less accuracy on the metric estimation. But the

estimated error is unknown in advance, so it is not possible to determine the sampling rate

deterministically. The proposed mechanism uses the previously acquired knowledge about

PLR as a measure of the accuracy of the estimation.

PLR driven estimation is based on the search for lossy paths and adjust the sampling rate

of all flows within the path accordingly to its PLR.

The rationale behind this methodology becomes from the fact shown in Section 8.1 regard-

ing the distribution of losses among all the flows on a path. Once a burst is detected on one

flow between two ME, we must increase the resources used on estimating the PLR on that path.

This way we increase the amount of samples, and thus the accuracy.

We define three different states for paths: i) Normal path, ii) Path with sporadic losses, and

iii) Congested path.

A path is normal when PLR≤ γ1. Sporadic losses is when PLR > γ and Λ(i, j) ≤ τ 2. Where

i and j are the first and the last packets on the bin. Finally if Λ(i, j) > τ and PLR > γ then the

path is considered as congested.

This avoids overreacting if losses are sporadic (i.e. the sampling rate is increased for the

whole path while having sporadic losses), and also underreacting in case of congestion. Here

the most critical parameter to avoid under or overreacting is τ as we will show later.
1In QoS environments γ≤ 10−3 usually (See Rec. ITU-T Y-1541 for more detail).
2The nomenclature used in this study is taken from section 8.1
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The detailed process for weight assignment is shown in Algorithm 1. The algorithm’s input

is the list of ME pairs with the flow list. This list has the flow properties together with each

flow’s PLR.

Algorithm 1 Pseudo-code for weight assignment
Input: MEpair[1..n], Flist {ME Pairs and flow list}
for all me←MEpair do

plr← computeMEPLR(me,Flist) {plr = n∗max(meplr) in case of congestion}
if plr 6= 0 then

5: density = computeDensity(me,Flist)
D← D ∪ 〈me,density, plr〉
totalPLR + = plr

end if
end for

10: for all d← D do
if d[density] > τ and d[plr] > γ then {We have a congested path}

Ω← d[me]PLR
totalPLR {Ω is the total weight for the path}

for all flow← allFlowsWithLosses(Flist ,d[me]) do
F [ f low]ωi ←Ω 1

numberFlows(d[me])

15: end for
else if d[plr] > γ then {We have sporadic losses}

for all flow← allFlows(Flist ,d[me]) do
F [ f low]ωi ←

F [ f low]PLR
totalPLR

end for
20: end if

end for
Output: Flist with all the ωi initialised

For each ME pair we compute the total PLR in the ME (computeMEPLR) as follows:

• If any flow has a Λ(i, j) > τ then all the flows set its PLR to the maximum within the flow,

hence the aggregated PLR will be n∗max(PLR) with n the number of flows between the

ME pair. Here we use the property of uniform spreading of the PLR within a path.

• If the flows just have sporadic losses (i.e Λ(i, j) ≤ τ) the returned PLR will be ∑n
i=1 `i ∗

fi[plr].
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From line 10 to the end of the algorithm we fairly share the weights ω proportionally to the

PLR among all the flows on the congested path. While we only give the proportional share to

the flows with sporadic losses, not to the whole path, hence optimising the resource utilisation

where is more needed.

8.3.1 Methodology and Validation

This section is devoted to the evaluation and validation of the proposal, we describe the used

methodology used for validating the packet loss based distributed adaptive sampling solution.

This validation is performed by using the testbed presented in Section 8.1 to show the accuracy

of our solution in a real environment.

Moreover, we complete our validation showing the effects on the accuracy obtained by

tweaking the density threshold (τ).

The tests were performed by actively generating synthetic periodic traffic as described be-

fore. In the validation we study the accuracy in the estimation of PLR and we also compare it

with the one obtained by the distributed static sampling.

8.3.1.1 Methodology

To ease the test management, the tests were performed independently one from the others, at

different hours, and we collected the full trace of the traffic for later processing. With the

obtained traces we emulated a system with the flows entering randomly to the system. We also

combined the tests with the 600 simultaneous flows used in Section 8.1.

We defined the maximum number of active flows to 100 plus the 600 parallel flows which

were active during all the experiment. Besides, new flows were entering the system using

an uniform random distribution with random duration. With this set up we applied off-line

the distributed adaptive sampling. Hence we were able to evaluate the results for different

resource reservations (X) by taking as reference the complete original trace. We chose for the

experiments the following X : 20000,15000,10000 and 5000 with S = 1. These resources are

treated as a global property of the tests, and given the total generated traffic among the MEs

these X correspond to the following effective sampling rates (ρ): 26%,25%,22% and 16%

respectively.

Another important parameter to the system is the reporting interval (bin), where we assume

t = 175ms as we used before.
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8.3.1.2 Accuracy of the solution

In order to quantify the accuracy obtained by our solution we performed two different sets of

comparisons. First we analyse the effects of the different resources X detailed before, and sec-

ond we compare the accuracy of our solution with the equivalent ρ of applying static sampling.

As expected, the more resources used for the reporting the more accuracy we obtain on the

results. In Figure 8.2 we can see the empirical Cumulative Density Function (CDF) for the

different resources and a τ = 0.45. For clarification the figure shows the effective sampling rate

since it states the reduction in resources more clearly.
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Figure 8.2: PLR estimation error respect to the full trace. Empirical CDF per sampling rate
(τ = 0.45)

In the figure it is possible to see that increasing the resources brings a big boost to the accu-

racy, even if the final effective sampling applied is similar. Just increasing a 1% the sampling

rate delivers a much higher accuracy. Table 8.3 details the most important statistics for the

study.

As the second study, we apply to the same traces the uniform static sampling and compare

the results with our distributed adaptive solution. The differences can be observed in Figure 8.3

where the results highlight the improvement in accuracy of the absolute error, which is clearly

noticeable for equivalent sampling rates. The figure details only mean values and in the case

of our approach the 95% confidence interval is shown. We do not show the confidence interval
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Mean StDev. 95th Prc.

ρ = 16% 0.13% 0.10 0.38
ρ = 22% 0.07% 0.07 0.21
ρ = 25% 0.04% 0.05 0.14
ρ = 26% 0.01% 0.04 0.11

Table 8.3: Statistic values for the error with real tests

for the static sampling because it is too large, which confirms the better results obtained with

our solution.
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Figure 8.3: Static versus Dynamic adaptive sampling (τ = 0.45)

8.3.1.3 Density threshold

The density threshold parameter τ is very important in this environment. It determines the

sensibility of the reporting system when detecting packet losses. The lower we set τ the quicker

we will reserve more resources to lossy flows or paths. But on the other hand this can force

an over-reservation of the resources to flows with low loss ratio. The opposite is also true,

with very high values of τ we take too long to react, hence we are underreacting to a potential

congestion.

Figure 8.4 shows exactly this effect. In the figure the X-axis has the different τ values while
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Figure 8.4: Density effect on PLR accuracy

in the Y-axis we show the absolute error, taking as reference the full trace. The figure shows

that both for low and high density values the absolute error increases considerably. While the

lowest values are accomplished for middle thresholds.

On the contrary, if we had an scenario without congestion and we wanted to detect shorter

loss bursts or sporadic losses we should lower the density threshold. But, in the case of extreme

congestion we should chose a higher value, just for guaranteeing that we do not over-react in

case of sporadic losses. Hence τ is an input parameter which can be decided depending on

specific needs.

With this approach we were able to reduce the absolute error in loss estimation, in this line

of research, in the next section we further improve this estimation by using IPDV as a reference

metric.

8.4 IPDV Based

After the throughout description of the PLR driven adaptive sampling approach, here we use a

new metric in order to decide the resource sharing. In this case we consider the IPDV, which

as we will show outperforms PLR as a good sharing policy for the sampling resources and the

accuracy.
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Before detailing the methodology, it is important to define IPDV in our context. IPDV

usually is defined as OWDi−OWDi−1, excluding lost packets (See RFC-3393 [34]), or as

OWD99.9th prc−OWDmin in Rec. ITU-T 1541 [65]. In our work the first definition is not ap-

plicable since the packet sequence is lost during the sampling. Regarding the second option,

obtaining the 99.9th percentile for low rate flows is not possible because there are too few pack-

ets in the bin. As an alternative, RFC-3393 states that it is possible to specify a custom selection

function to compute IPDV . Hence we use IPDVi = |ÔWD−OWDi|, for all the i packets within

the bin. Where the estimator ÔWD = E[OWD] for all the sampled packets.

Using the IPDV as an accuracy estimator is based on the following rationale:

1. Constant OWD leads to null IPDV , where both ÔWD and ÎPDV can be perfectly esti-

mated using ρimin .

2. High IPDV with low ρi might lead to inaccurate ÔWD since the subset of packets se-

lected by ρi may not be representative enough. Hence it is worth to increase ρi for high

variable flows.

3. But, in some cases, with ρi we can incorrectly estimate small ÎPDV due to the bias of the

selected subset. This false negative will be corrected in later bins as ÎPDV converges.

4. The other case is incorrectly estimating high ÎPDV when in reality it is low. That being

a false positive and forcing a needless increase of ρi for the flow. But not leading to

incorrect estimation.

The probability of false positives or false negatives decreases as ρi increases. Then the sys-

tem automatically tunes ρi reducing these mistakes in the estimation. Therefore, the different

weights (ωi) are distributed using:

ωi =
ÎPDV i

∑m
j=1 ÎPDV j

(8.9)

Fairly scheduling the ∆X resources proportionally to its delay variation.

8.4.1 Validation Methodology

This adaptive sampling methodology based on IPDV has been validated by using again the

EuQoS testbed (Section 6.2.1). As before, we configured the testbed to act as a single domain,

with one ME deployed on each testbed, amounting to 12 ME and 1 PE on this scenario. A
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reduced portion of the testbed is depicted on Figure 8.5, where it can be seen the different

paths for control and the normal traffic.

PE
Control traffic

Normal flows

UMTS

WiFi

LAN

LAN

xDSL

LAN

Figure 8.5: Portion of EuQoS Testbed with control traffic paths

The goal of the evaluation is twofold, in the one hand we compute the accuracy in the

estimation of OWD and PLR. On the other hand, we analyse the used resources for the task.

For each test the full trace was collected. With the traces we simulated a network with

the flows entering and leaving the system following an uniform randomly distribution up to a

maximum of 100 simultaneous flows.

This way we were able to evaluate the results for different resource reservations (X) by

taking as reference the complete original trace. In the experiments the used X were: 7000,5000,

3000, 2000, 1000, 500, 300 and 200 with the constant S = 1 as detailed before. We also

consider a bin size of t = 175ms which provides a good tradeoff between the interval for live

reporting and collection time to apply the proper sampling rate as we already proved in section

6.2.2.

Summarising the methodology used for obtaining a trace per different resources is:

1. Generate the test traffic and monitor all the traces in the MEs.

2. Simulate the scenario with multiple simultaneous flows using the real traces.

3. Split the results into bins of size t.
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4. Apply off-line the adaptive sampling for the different resources (X).

5. For each bin and X the P̂LR and the average ÔWD are computed.

6. Finally the estimated OWD for the sampled bin is compared with the real value.

8.4.2 Evaluation Results

In order to evaluate the system we compare the obtained accuracy using adaptive sampling

with the application of a fairly equivalent static sampling. Since the sampling rate (ρ) depends

directly of c and Ri not all values of ρ within a bin lead to a feasible situation. For example, for

low rate flows, (e.g. 16 packets per second), using the bin size t = 175ms leads to ' 3 packets

per bin, then ρimin = 2
3 since with IPDV we need at least 2 packets to compute it. But in the case

of flows with 200 packets per bin then ρimin = 2
200 .

8.4.2.1 Required resources:

The row labelled as (ρe f f ) of Table 8.4 shows the amount of resources effectively needed for

each value of X . It details the global sampling rate applied taking into account all the flows

and their durations. This value is obtained by aggregating all the considered samples out of the

total amount of packets sent by all the tests. As it can be noted for low X values the sampling

rate is very small, which means that only 3.8% (in the case of X = 200) of the resources needed

to monitor XD are required by our proposal.

X 200 300 500 700 1000 2000 3000 5000 7000

ρe f f 3.8% 4.5% 7.3% 9.0% 11.3% 17.6% 23.4% 27.3% 30.9%
εdelay 0.025 0.018 0.013 0.012 0.010 0.008 0.007 0.005 0.005
γloss 0.22 0.17 0.15 0.11 0.09 0.07 0.06 0.05 0.05

Table 8.4: Effective global sampling and Delay and Loss errors for 95th percentile per X

8.4.2.2 OWD Estimation

In order to evaluate the accuracy of the OWD estimation we compared the results obtained

per X with the real traces by using relative delay error values: ε =
∣∣∣1− d̂

D

∣∣∣. Where D is the

average OWD per bin taken from the complete trace and d̂ stands for the estimate obtained by
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our solution for different X . Figure 8.6 shows the comparison between static sampling (left)

and adaptive sampling (right). The figures show the Cumulative Distribution Function (CDF)

for various X for the adaptive and equivalent sampling rates for the static case. The X-axis of

the figures holds the relative error (ε) while Y-axis is the error probability.
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(b) Adaptive sampling

Figure 8.6: CDF of OWD accuracy comparison between adaptive and static sampling

The results clearly show the gain obtained by our adaptive solution. Where adaptive sam-

pling outperforms static sampling by around 50% for low values of X . For example in 95%

of the tests, for X = 200 the εA ≤ 0.020 while εS ≤ 0.040. When the resources are increased

the difference is reduced down to 5% and below for X ≥ 1000. Moreover, adaptive sampling

gives a more robust and reliable mechanism to control and schedule the used resources. This

sensible gain in accuracy is further enhanced when dealing with packet losses as shown later.

From the accuracy point of view the figure shows that increasing the resources for the

reporting improves greatly ÔWD, in fact 95% of the tests had an error smaller than 0.025 as

summarised in the row labelled as εdelay in Table 8.4.

8.4.2.3 PLR Estimation

Given that many flows did not have any packet loss and the system always estimates this case

correctly, we decided to remove from the study such flows for not biasing the results. In

this case PLR comparison is performed by using absolute errors. The results show that the

accuracy is lower than for OWD as shown in Figure 8.7, but much higher than in the case of

static sampling, whose error is up to ∼ 25% in the best considered case (30.9% sampling) for
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95% of the tests. Compared to the worst obtained with adaptive sampling which is ∼ 20% for

the minimum resources.
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Figure 8.7: CDF of PLR accuracy comparison between adaptive and static sampling

Eventhough for reasonable sampling rates the results show an error lower than 10% for 95%

of the cases, the full details are in the row labelled as γloss in Table 8.4. A way to overcome this

lower accuracy in the estimation of PLR, is to increase the bin size (t) in order to gather more

information per bin. Hence improving the sampling estimation of the number of lost packets.

8.5 Bandwidth and Memory Cost Analysis

As we discussed before, our distributed adaptive sampling technique clearly outperforms static

sampling. Although there is one open issue to be discussed, it is analysing of the cost of a

real deployment of the architecture. All over the chapter we considered S = 1 which in a real

scenario it is not true.

The main goal of our proposal is that the final resource utilisation is bounded by X while

when using static sampling, once we decide the sampling rate, the used resources will grow or

decrease dynamically following this equation: XS = ρS S∑m
k=1 Rk where m is the total amount

of flows within the domain, Rk as defined before is the rate of flow k. Which depends linearly

of the sampling rate.

For the testbed used in this chapter, the total traffic generated in average is ∼ 200Mbps

counting all the flows among all the 12 testbeds. Thus, considering the S values obtained in

[107], the equivalent resources for the adaptive sampling solution are:
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X = 5000 ∼ 470Kbps,X = 10000 ∼ 600Kbps,X = 15000 ∼ 700Kbps and X = 20000 ∼
800Kbps in average.

While not using traffic sampling the amount of required resources is 2.6Mbps.

In terms of memory, this solution uses the same amount of memory than static sampling, the

only added overhead comes from the necessity of managing the resources among the different

ME.

8.6 Conclusions

This chapter described the last piece of contribution related to the metric based distributed

SLA Assessment. With the approach presented here, we developed a scalable, robust and

controllable environment in order to assess the QoS of any network.

We proposed a fair resource charing methodology, which works by using estimated IPDVs

and PLRs to focus the resources where are more needed. Moreover, with the used sampling

solution it is possible to bound the used resources, therefore, the bandwidth issue found in the

previous approaches has been solved. Evenmore, with the smart scheduling of the resources

we can guarantee good accuracy on the reporting.

The main contributions related to this chapter can be found at [110] and [109], which are

two of the most relevant publications of this work.
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9

Quality of experience reporting

Previous chapters discussed about the SLA assessment at network level, this is the classical

approach, using the network metrics, to map them into actual SLA contracts. But as more

real-time applications appear, user level quality assessment mechanisms, namely Quality of

Experience (QoE), became a must. In order to complete our pure network layer approach, in

this chapter we, once again, enhance the IDRP to fit this new set of functionalities. Our focus

on this regard relies on the pure VoIP user level objective assessment via Mean Opinion Score,

briefly discussed in Section 3.1.3.

9.1 User Level Metric (MOS)

The main contribution of this chapter is to define a new metric and integrate it in our IDRP,

which is based on existing ITU’s definition of the Mean Opinion Score (MOS). This section

introduces the current MOS specification, along with the underlying information which will

help the development of such metric. It also discusses some important concepts that will limit

or conditionate the results. The actual metric will be explained in the next section.

MOS is a value ranging between 1 and 4.5. It defines the overall subjective quality of any

voice communication, 4.5 being the maximum and 1 the worst achievable degree of quality.

MOS value can be obtained through the E-Model [59] which gives a deterministic computation

of a subjective value. Its formula can be found in Equation 9.1.

MOSCQE = 1, R = 0
MOSCQE = 1+0.035R+R(R−60)·

·(100−R) ·7 ·10−6, 0 < R < 100
MOSCQE = 4.5, otherwise

(9.1)
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Where R is known as the transmission rating factor, computed by the equation 9.2. In

this equation Ro stands for the signal-to-noise ratio, Is is the simultaneous impairment factor.

Id refers to delay impairment factor, Ie e f f is the effective equipment impairment factor, and

finally A holds the Advantage factor.

R = Ro− Is− Id− Ie e f f +A (9.2)

R ranges from 0 to 100 and its quality degrees are enumerated in table 9.1.

R
(lower
limit)

MOS
(lower
limit)

User Satisfaction

90 4.34 Everybody satisfied

80 4.03 Satisfied

70 3.60 Some users not satisfied

60 3.10 Many users dissatisfied

50 2.58 Nearly all users not satisfied

0 1
Impossible to understand
the conversation

Table 9.1: possible R and MOS ranges

For further details on this topic, the reader is referred to ITU Recommendations [60], where

the proposed implementation discusses several different environments and its effects on the

final quality. For the ease of simplicity, we take the default values [28] on all the parameters,

except the ones derived from the network behaviour, such as one-way delay and packet losses.

The most relevant parameters for this study are Id and Ie e f f . Id represents the mouth to ear

delay (one way delay in our scenario) and Ie e f f that is codec dependent and is computed from

the packet losses. They bound the quality limits of the communication in the network.

9.2 Extended MOS

The MOS metric was initially designed to describe the overall quality of a call on a subjective

scale, based on the assumption that the call is routed through a circuit switched network. Today,

as VoIP calls are routed over the Internet, we believe that it is not sufficient to describe the call
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quality with a single value. The duration of a call can last from a few minutes to as much

as few hours. During this period the underlying network properties may change significantly.

This means that while during certain periods of the call we will experience good call quality,

there may be intervals with poor quality or even complete lack of voice reception. This raises

the legitimate question of how to decide the quality of these calls. While using the ITU-T

recommendations formulae we get a quality estimate, this merely averages call parameters

ignoring important information. In order to work around these shortcomings, we propose the

definition of Extended MOS (E-MOS). This definition is based both on the original MOS and

on the IPPM’s Type-P packet described previously.

The main improvement of Extended MOS is the division of the voice stream in smaller seg-

ments and to perform call’s quality computation on these chunks. Each one of these chunks can

represent from a predetermined number of packets to a variable size talkspurts (Nomenclature

obtained from [18] referring to continuous talk from one person).

This proposal fits in the global NPAS infrastructure as a new layer to the system. Figure

9.1 shows the new blocks, it can be seen that the extensions to our IDRP are in both ME and

PE. In the ME side we need some mechanisms in order to detect any VoIP flows and the codec

used for the communication. Techniques for codec detection are out of the scope of this work,

and during the rest of the chapter we assume knowledge about the codecs.

In the side of the PE we use this codec information, together with the metric statistics in

order to give the higher layer QoE Assessement.

We define this new metric following the IPPM policy of metric definition, therefore we use

the Type-P packets introduced in section 3.1.1.

9.2.1 Type-P-MOS

Let’s define a singleton metric called Type-P-MOS with the following parameters:

• Source: Source IP address of a host.

• Destination: Destination IP address of a host.

• T0: an initial time.

• Tf : a finish time.

• C: a voice codec from the list found in [59].
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Figure 9.1: Block view of (E)IDRP4

• F: a selection function defining unambiguously the packets taken from the stream se-

lected for the metric. It takes two parameters, P, described below, and a packet. It will

output the packet or null if the packet is not selectable.

• p: the specification of the packet type. This will define a FP which holds the list of

packets chosen for the metric.

Both T0 and Tf form a time interval that determines the period of packet selection decided

by F.

This metric is composed by OWD [5], IPDV [34], PLR [6] and the voice codec [59] used

for the communication.

9.2.1.1 Algorithm

Type-P-MOS reports the MOS value obtained from the E-Model from the selected packets by

Fp. The pseudo code for this metric follows in Algorithm 2.

The Input list of packets must have the sending and receiving timestamps of the packet, or

in the case of packet loss the sending timestamp and a mark indicating packet loss.
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Algorithm 2 Type-P-MOS pseudo code
Input: Packet[1..n], C {Packet’s input stream, it might be unbounded. C is the used codec
for transmission}
i = 1
t = T0

S = {} {Initialise S, it will hold the list of selected packets}
5: repeat

k ← Fp(Packet[i]) {Selects the first packet of the stream provided it is a selectable
Type-P Packet}
if k then

S← S∪Packet[i]
end if

10: i++
t← getSendTimeStamp(Packet[i])

until t ≥ Tf ∨ i≥ n
Output: MOS(S, C)

9.2.2 Type-P-EMOS-*-Stream

Type-P-EMOS-*-Stream uses Type-P-MOS as a base for a new metric. Its parameters are:

• Source: source IP of a host.

• Destination: destination IP of a host.

• T0: a initial time.

• Tf : a finish time.

• F: a selection function.

• p: the specification of the packet type to select. This will define a Fp which holds the list

of packets chosen for the metric.

Depending on the selection function, the metric might have different behaviour. Hence, the

* in Type-P-EMOS-*-Stream.
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9.2.2.1 Selection function

F in this case will decide the intervals depending on p (Fp), between T0 and Tf which are the

proper thresholds for computing the Type-P-MOS value. Such function specifies the capture

boundaries. A detailed description of selection functions is left as an important part of our

future work. Initial possibilities:

1. Type-P-EMOS-Periodic-Stream: Regular non-overlapping time intervals, this com-

putes MOS values periodically over time, regardless the contents of the voice transmis-

sion.

2. Type-P-EMOS-Sliding-Stream: Similar to Periodic but the time intervals overlap

over time. This permits to keep a history of past events to avoid reporting independent

MOS values.

3. Type-P-EMOS-Talkspurt-Stream: For this to work prior knowledge of the codec, si-

lence detection algorithms and methods for payload examination of the traffic are needed.

9.2.2.2 Algorithm

This metric applies the Type-P-MOS metric to the packets contained in the limits expressed by

T0 and Tf . Pseudocode for this operations is shown in Algorithm 3. The output is an array of n

MOS values.

The algorithm is straight-forward, it selects the lower and higher boundaries of the packet

stream, it computes MOS over that fragment. The system monitors whether the MOS is within

valid boundaries, triggering the required action if needed.

For off-line processing when all the packets in the input stream have been processed, the

mosArray and the timeArray are returned.

9.2.2.3 Metric results

As shown in the metric definition the output is an array of values, this array gives the voice

quality over time. With this information it is possible to have accurate reporting of the status

of the voice quality. This can be used by service providers to give feedback to the users about

the delivered voice quality.

Some statistics definitions for Type-P-EMOS-*-Stream:
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Algorithm 3 Type-P-EMOS-*-Stream pseudo code
Input: Packet[1..n], C {Packet’s input stream, it might be unbounded. C is the codec}
tth = {0,0} {Contains the packet’s interval it can hold timestamps or packet counts}
i = 0
while tth = F(Packets,tth) do

5: {Fills up tth with the time interval decided by F}
mosArray[i]←

Type−P−MOS(Packet[tth0 , tth1 ],C)
if ActionNeeded then

TriggerEvent(mosArray[i])
10: end if

timeArray[i]← tth
i++

end while
Output: mosArray, timeArray

• Type-P-EMOS-*-Mean: Refers to the mean value of the mosArray output. This value is

the closer to the original MOS as will be shown later.

• Type-P-EMOS-*-Std: Is the standard deviation of the mosArray output.

• Type-P-EMOS-*-Percentile: Given a percentile (P) value between 0% and 100% the

value which has P% values below. This can be useful for outliers detection.

• Type-P-EMOS-*-Median: This metric is equivalent to the 50th percentile except when

even number of values are returned, in that case the mean value between them is taken.

• Type-P-EMOS-*-Minimum: The minimum of all the Type-P-MOS values. This can be

extended to the 0.01th percentile.

• Type-P-EMOS-*-Maximum: The maximum of all the Type-P-MOS values. In this case

the extension can be to the 99.9th percentile.

9.3 Validation

Once the metric has been presented this section is focused on the validation of the system, we

also present the tests and the results to verify the behaviour of the proposed metric in a real
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scenario.

For the validation we only consider Type-P-EMOS-Periodic-Stream, extending the val-

idation to other metrics is straight-forward.

E-MOS supersedes original MOS. Since Type-P-EMOS-*-Mean can deliver the same call

quality as MOS with a bounded error (±ε). Where ε is Type-P-EMOS-*-Std because MOS

algorithm uses Mean Delays and Packet Loss Probability of the whole conversation. For more

detailed information on MOS computation refer to [59].

9.3.1 Methodology

As discussed previously in the literature [95] and in this thesis, testing is not a simple task. This

section details the methodology we have used for guaranteeing the soundness of the results

presented later.

9.3.1.1 Capturing environment

The set of tests prepared for this work use real applications (Linphone in this case), usually such

end user tools are not suited for delivering detailed statistics about network information (i.e. per

packet one way delays, packet losses), with this situation there is the need of complementary

tools to perform such tasks.

A first approach could be the use of other tools to actively generate traffic which could

resemble somewhat the actual voice traffic generated by the application. As seems obvious,

in order to simulate the traffic flows is not a good approach given that the codecs used do not

generate constant bit rate traffic, specially due to silence detection.

As a second option, there is the possibility to use available passive capturing tools (i.e.

Ethereal, tcpdump...). The problem found with this approach is the need of computing one way

delays and packet losses of the flows under test. This forces to set up two capture points, one in

the source host and the second at reception. Moreover, this approach needs the development of

an algorithm for flow detection and packet impairment at both ends from the trace files, which

is inherently inefficient because the full packet payload must be captured and stored for later

processing.

The problem with this second option is the (automatic) correlation between both traces.

That’s why we chose a third approach, which is using our NPAS implementation. It uses the
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libpcap library for capturing the packets, the difference with other tools using this library

resides in the fact that it permits to specify different capture points simultaneously.

9.3.1.2 Testbed

The testbed used for this work is composed by the two end-points and a Linux router. The

goal is to keep it as simple as possible and to have control over the network behaviour using

queueing mechanisms.

One of the main parameters needed for the metric are One Way Delays, to compute it it

is mandatory to have the proper synchronisation on the equipment as the timestamps must be

comparable. Therefore we used a mixed software and hardware approach via NTP and PPS. We

enhanced further the precision of the clocks by using several stratum-1 reliable time sources,

specifically we used two separated GPS servers in our lab.

Another source of noise is the variability among the tests. Voice encoding and generated

traffic might vary depending on the silence periods or the actual voice of the speaker. For avoid-

ing incorrect results caused by this variability we used a prerecorded conversation together with

Linphone which lasted for 4 minutes 16 seconds. The conversation was a standard dialogue

between two persons talking English.

We decided to use the previously recorded couple of files (one for each direction of the

dialogue) for all the tests, this way potential changes on the conversation would not affect our

tests. To guarantee proper interpretation of the results we fixed the transmission Codec (C)

to G.711. To transmit the voice while avoiding echoes we installed two sound cards on each

computer, one for transmitting the prerecorded WAV file, and connected with an external cable

to the line-in input of the other card, which was the one actually feeding the data to the VoIP

application.

All this set up permits to automate the generation of test. We were able to capture each test

separately and to repeat them as many times as we needed.

9.3.1.3 Network characteristics

As the testbed is set up on a local network there is no congestion is encountered. We introduced

controlled sources of variation using netem to emulate different kind of network behaviour.

netem is a traffic control (tc [75]) mechanism available on current Linux Kernel (we used

2.6.15 in our tests), which permits to set up different network conditions in an easy way. A
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deep description of this software is out of the scope of this chapter, here we will only describe

the basic functionalities we used for emulating large one way delays, packet losses and high

jitter.

Figure 9.2 shows the queueing hierarchy used for the tests. The key point in the proposed

scheduling is the fact that the average Internet traffic doesn’t get affected by the netem tweaked

queueing. For doing so, we forced Linphone to use port 7078 and we filter all the UDP traffic

outgoing from the machines in the specified port, this way the Linphone control channel is

going through the standard Linux queueing mechanism.

Each performed test has different values for packet loss ratio, one way delay and jitter.

Each change provides different conditions for computing E-MOS experimentally.

In one way delay we modeled (as netem permits) the delays around a normal distribution

of the specified value, their details are discussed later.

9.3.2 Tests

We performed two different set of tests, first with constant network conditions and the second

using variable parameters.

The first set of tests, along with its main characteristics are summarised in Table 9.2. Both

delay and losses are added in a controlled way. The delays are modified by a pseudo random

jitter of 3ms in delay to have a more realistic environment.

The goal of this set is to prove that standard MOS gives accurate results as long as the

network metrics are stable during the tests. That is, the packet losses and the one way delays

are equally distributed along the whole conversation.
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Each tests was repeated several times for achieving statistical soundness. Table 9.2 sum-

marises the Delay and Packet Losses obtained from testing. The table shows the computed

mean for each type of test.

Set Characteristics Average Std Dev

Test 1 Loss 50% 49.88% 0.8%

Test 2 Loss 25% 25.3% 0.3%

Test 3 Loss 10% 10.61% 0.1%

Test 4 Loss 5% 5% ∼ 0%

Test 5 Loss 1% 1.4% ∼ 0%

Test 6 Loss 0% 0% 0%

Test 7 Delay 500 (ms) 497.37 6.41

Test 8 Delay 300 (ms) 301.83 4.32

Test 9 Delay 100 (ms) 104.28 2.38

Test 10 Delay 50 (ms) 53.23 0.83

Test 11 Delay 0 (ms) 3.4 1.9 ·10−4

Table 9.2: Mean Delays and Packet Losses

We also performed tests with 0.1% loss ratio, but given the low packet rate of the voice

flows the results are similar to the lossless case, thus are not shown in the table.

As it can be noted, some of the performed tests are not realistic, namely 50% losses or

delays bigger than 200ms (although as shown in [69] some applications have bigger mouth to

ear delays) but our goal is to highlight the improvement acquired by E-MOS over MOS.

In the second set of tests, the variation of delays was not constant, there was an increase

in delays of 10ms each 10 seconds, starting with 1ms until 300ms of delay at the end of the

test. Moreover, for having more variability, a jitter proportional at 10% of the delay value is

forced. With this behaviour it is very easy to notice the inherent problems of the legacy MOS

algorithm with only one value as result.
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9.3.3 Results

Our main focus is to show the improvement we obtain by using E-MOS over standard MOS.

For this purpose here we present the results obtained from the two different testset.

9.3.3.1 Homogeneous network conditions

As described in the Tests section, the set of performed measurements treat separately packet

losses and delays. This way it is possible to isolate each metric effect over the final call quality

all over the test.

Packet Losses Before studying packet loss effects on call quality two different aspects must

be considered. First packet losses effects in the final MOS value is a work in progress as stated

in ITU’s reccommendation G.113 Appendix A [60]. Second the outcome of the results depend

strongly on the codec. For this purpose we forced Linphone to use the G.711 Codec.

This tests with homogeneous network conditions have a twofold goal. On the one hand

we validate the good results obtained standard MOS algorithm when network conditions don’t

change drastically over time. This highlights that MOS, as designed for circuit switched net-

works was a good approach, even if it should be adapted to the new network dynamics.

On the other hand we point out the improvement in reporting precision we obtain by using

our E-MOS proposal.

Table 9.3 shows the mean values both of delay and loss for each testset with controlled

packet losses. We used 1s, 3s and 5s boundaries for computing the parameters, the table shows

the 1s case of Type-P-EMOS-Periodic-Stream.

In the table, E-MOS Mean and E-MOS Std. refer respectively to Type-P-EMOS-Peri-

odic-Mean and Type-P-EMOS-Periodic-Std metrics defined in section 9.2.

As it can be noted E-MOS Mean is similar to the MOS as the network conditions are kept

during all the test. The results show that for having a reasonable minimum quality, losses

should be kept below 1.4% that corresponds to Some users satisfied entry on Table 9.1. With

higher loss ratios MOS and E-MOS values are clearly below the threshold of admissible quality.

Figure 9.3 shows the evolution of E-MOS over the first minute for 1% losses test. The figure

presents E-MOS computed for 1s, 3s, and 5s intervals respectively for Type-P-EMOS-Periodic.

The MOS value of the whole conversation is also shown as baseline to which we can compare

the other results.
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Test 1 Test 2 Test 3 Test 4 Test 5 Test 6

Loss Ratio 49% 25% 10% 5% 1.4% 0%

Delay(ms) 0.9 4.1 4.2 4.4 5.1 3.5

MOS 1.3 1.78 2.68 3.24 3.87 4.05

E-MOS Mean 1.36 1.94 2.85 3.34 3.89 4.05

E-MOS Std 0.12 0.41 0.56 0.53 0.33 0.14

Table 9.3: MOS with controlled Packet Losses (1s periodic)

With homogeneous network conditions, increasing the period of the metric tend to smooth

the variability of the result. In lower timescales with the low packet rate of VoIP traffic the

homogeneity is not preserved.

The figure illustrates the improvements brought by E-MOS. Where MOS reports a single

static value, E-MOS delivers periodic feedback about the call quality. This can be used by op-

erators to prove the service is being properly delivered, or it can even trigger the corresponding

network control entities that can provision extra resources, or change the billing algorithm as

decided on the customer’s contract.

An interesting outcome of the analysis of E-MOS over the conversation is the amount of

time an user feels good quality while having the conversation. Figure 9.4(a) illustrates that as

the packet losses increase it’s quality decreases as expected, up to the point of having almost

all the conversation under minimum quality conditions for the 50% and 25% loss.

The case where everyone is satisfied doesn’t have any occurrence as the G.711 codec has

a maximum theoretical value of 4.11 which is below the 4.34 limit for this entry on Table 9.1.

The histogram also highlights that when there are 10% or more losses then more that in 50%

of the call time is very difficult or impossible to understand the conversation (e.g. MOS below

3.10).

Delay variations Delay analysis is performed in a similar way as the loss. Table 9.4 shows

the obtained mean delay, MOS value and E-MOS mean. There is no Loss entry because given

the good conditions of the network no losses occurred during the tests at network level. There-
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Figure 9.3: E-MOS evolution (1% packet losses)

fore, the column related to 0ms delay is also omitted because the results are the same as in loss

0%.

Test 7 Test 8 Test 9 Test 10

Delay 497.37 307.37 104.28 53.23

MOS 2.29 2.96 3.97 3.98

E. Mean 2.23 2.99 3.84 4.04

E. Std 0.32 0.36 0.33 0.01

Table 9.4: MOS with controlled One Way Delays (units in ms)

Related to packet losses, the testbed computes Network losses due to Network problems.

During the tests there were some losses at application level, this is because of the real-time

nature of the conversation.

In Figure 9.4(b) it can be seen the more deterministic effect of one way delays over the

call quality. This happens because the network homogeneity for one way delay is preserved
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Figure 9.4: User satisfaction

regardless the considered timescale. While packet losses are discrete and have bigger impact

at small time scales.

Another important implication is that one way delays bigger than 100ms stimulate a con-

siderable conversation degradation, as it drops from Satisfied to Some Satisfied (see Table 9.1).

9.3.3.2 Variable network behavior

The second testset instead of keeping homogeneous network conditions is focused on studying

the effects of increasing delay over MOS and E-MOS during the conversation. This time the

difference between both metrics is much bigger as MOS does not react properly to high network

variability.

Figure 9.5 shows the E-MOS value computed on 1s and 5s intervals, and the overall MOS

value. There is a threshold at 250 ms delay where E-MOS reaches the lower bound and renders

the conversation not understandable.

On the other hand, MOS equals to 2.6, which means that almost all users are not satisfied

about the quality, while in reality it was perfectly good during 50% of the test duration. This

difference is more noticeable with E-MOS results. It reports a mean of 1.97 with a standard

deviation of 1.2, meaning that such values are not statistically significant.

This high variability is not common in the Internet, but highlights the point that with high

jitter, or important changes in network conditions, MOS is not a proper metric for voice quality

measurement. While enhancing it with E-MOS permits to differentiate clearly which parts of

the conversation are good or not.
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Figure 9.5: E-MOS Progressive Test

9.4 Conclusions

This chapter had three main purposes, first to study existing quality reporting tools and develop

a new metric derived of currently existing methods. Second to study, under several network

conditions the effects and differences between the developed metric and the original MOS ap-

proach. Such differences highlight the need and usefulness of our proposal for proper quality

reporting in short timescales. And Third to incorporate in our NPAS some Quality of Experi-

ence capabilities.

This metric has been developed using definitions and methodology of ITU-T and IPPM.

From ITU-T the MOS definition and implementation has been adapted to suit the new VoIP

paradigm in the Internet. Regarding IPPM the low level network metrics used for measurement

network performance (one way delay and losses) have been used together with IPPM’s method-

ology for defining new metrics with the definition of Type-P-MOS and Type-PEMOS-*-Stream

metrics.

The problems with this single value metrics arises when the network conditions change

over time, which in currently available networks is more than likely to happen. The solution
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for proper voice quality reporting is to use the proposed E-MOS metric, this enables potential

operators or service providers to keep a more detailed track of the delivered quality over time.

Our most relevant contribution related to this chapter is [115].
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Inter Packet Arrival Time detection

Up to now, in our work we have centred the SLA assessment in the network metrics estimation,

together with some techniques in order to develop a scalable Network Parameter Acquisition

System. As the last improvement presented in this work, we propose a novel mechanism and

methodology that avoids as much as possible the computation of the performance metrics,

while using other traffic information such as IPAT.

10.1 New paradigm

Classical approaches to SLA assessment, as we discussed during this thesis, are based on accu-

rate network metric estimation to infer the actual SLA compliance. As we have seen, the most

used metrics are:

• One-Way Delay: used to infer the degree of interaction in a data transmission.

• Inter Packet Delay Variation: which usually is used to decide application buffer sizes,

and often also to determine the degree of interactivity of the network.

• Packet Loss Ratio: which in some context is the most difficult metric to estimate [110].

But nonetheless, one of the most important since it directly determines the quality of the

communication.

As we already know, all these metrics determine the network quality. But from a practical

point of view, they are only a mean for SLA assessment. Therefore its accurate estimation is

not relevant, because our final goal is to detect network anomalies (in terms of SLA) and report

them.
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The solution to SLA assessment presented in this chapter differs from the previous alter-

natives in the sense that we do not use the metrics as the basis for the assessment, the main

reasons are:

• Estimating the metrics implies to gather distributed information about the traffic and

the synchronisation among the involved entities. Such control traffic is an important

bottleneck of any solution using this approach as we have described previously in this

thesis.

• Computing the metrics requires multiple capture points. And in the case of using active

probing a traffic generation station located in some advantage point.

Therefore, such systems suffer from large scalability issues.

In this context, we do not intend to improve the accuracy on the QoS metric estimation. The

originality of the contribution presented in this chapter relies on the statement that the accurate

estimation of network QoS parameters is absolutely not required in most cases: specifically

it is sufficient to be aware of service disruptions, i.e. when the QoS provided by the network

collapses. In our original approach we just focus on the actual scalable detection and reporting

of any potential violation of the SLA in the network. For this purpose, we propose a new

approach which:

1. Works as much as possible with a single point of analysis.

2. Computes data very efficiently in order to have a scalable system.

3. Relies on the use of existing correlation between measured parameters and network qual-

ity.

We then propose to use Inter Packet Arrival Time (IPAT) because it complies with the above

restrictions: IPATs can be easily computed at destination by getting the reception timestamps

of the packets; IPAT computation only involves a subtraction of two integers (timestamps).

Finally, and this is what we want to prove in the rest of the chapter, it exists a strong correlation

between IPAT distribution and network performance: it was demonstrated by previous work

that IPATs are tightly correlated with network congestion [98; 126]. We extend this correlation

by mapping these IPATs with the actual network conditions, and by using some information

about the real metrics. In particular, our proposal relies on statistical analysis of the IPATs, with

the goal of detecting changes on the network status. This is done by comparing different IPAT
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distributions using well-known algorithms, such as Kullback-Leibler Divergence and Hausdorff

Distance. When our comparison is successful we assume that both distributions represent

similar network conditions. In the case that both are different, we ask the ME about the real

traffic information to compute metrics as we have been doing during this thesis.

10.1.1 Final extensions

To fit this new methodology to our system we must upgrade, once again, the functionalities

of our IDRP. Here we present the final update, which brings the most complete version of the

system, as we show in Figure 10.1.
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Figure 10.1: Final version of the building blocks of E− IDRP5

Since the IPATs are gathered on the egress node, in order to support the required new set

of functionalities, in our IDRP, we must distribute our PE, and provide a fully distributed SLA

violation detection system.

As a consequence, the most important change in the building blocks of the system, is the
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10. INTER PACKET ARRIVAL TIME DETECTION

introduction of a new role on the system, the ME/PE, which performs the combined tasks of

ME and PE together.

Another noticeable change is the apparition of the Activation Manager, which is the central

block in the ME where all the subsystems send the information. Now the only interface between

both entities is E−IDRP5, we detail this whole new methodology during the rest of this chapter.

This Activation Manager receives the instructions from the Resource Manager, which is the

entity in charge of deciding when will the system deliver packet information.

10.1.2 Background: IPAT and anomalies

This section aims at showing empirically, with a very basic study, the relation between changes

on IPAT and OWDs . As we already discussed, in the past some work has been done in order to

correlate OWDs and IPAT [98; 126]. Hence, extensive analysis on the subject is not required.

Nevertheless, we bring this correlation one step further, since it is clear that abrupt changes

on IPAT, generally lead to changes on OWD (hence IPDV) and in Packet Losses. Figure 10.2

shows a very simple example where a Poisson like flow of 1Mbps is sent on an uncongested

fast ethernet network, at some point we increased the OWD in the network while limitting the

router buffers leading to uncontrolled packet losses. In the upper part of the figure we show the

evolution of OWD together with the IPAT on each time interval, the X-Axis shows the packet

sequence numbers, while Y-Axis show in two different scales the OWD and the IPAT, all of

them in milliseconds. In the lower part of the figure the PLR and the same IPAT are shown. As

it can be noted the IPAT change similarly to the changes in the OWD.

The rest of the chapter will present and evaluate a methodology that permits to detect this

changes automatically, correlate them with the real metrics and exploit this correlation for SLA

violation detection.

10.2 Base distance algorithms

As described before, we plan to use IPAT in order to infer violations in the SLA. Even with their

good characteristics in terms of computational efficiency, just gathering IPATs is not enough to

provide SLA assessment. First, IPATs do not contain information about the useful metrics of

the network. Second, IPAT might change unexpectedly, sometimes due to real changes on the

network conditions, but also due to the change in the traffic profile (e.g. change in the codec,
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Figure 10.2: Effects of network anomalies to IPAT

silence on the conversation, etc.). Third, there is no direct mapping between IPAT and SLA

violations.

Consequently, the most original contribution of this chapter is the detection of the SLA

disruptions with minimal computation of the network performance metrics. We achieve this

by periodically comparing the current IPATs distribution with a reference distributions set. Of

course, getting the reference distributions set means integrating an on-line training process

which records all new IPAT distributions observed on the network. It also makes, at the same

time, the link between each of these new IPAT distributions and the current QoS parameters

(by measuring them). Then, each IPATs distribution will be associated to a particular QoS

level of the network. Then, in this section we focus on the generic description of the distance

algorithms used, while in the next we will detail the full infrastructure using this information.

We use two different well-known distance computation algorithms. The first one, based and

applied to distributions is called Kullback-Leibler Divergence [73]. And the other, originally

intended for geometric distance calculations, namely the Hausdorff Distance [14].

Here we present the analysis of each distance computation algorithm. On the way, we

propose an enhancement of the Hausdorff Distance in order to reduce its computational com-

plexity in our scenario; we name this new approach Simplified Hausdorff Distance.
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10.2.1 Kullback-Leibler Divergence

Entropy, in the area of information theory, is a measure of the uncertainty associated with a ran-

dom variable. Sometimes the actual entropy value is not directly indicative of any interesting

property. In this context, it is more useful to consider the relative entropy or Kullback-Leibler

Divergence, which indicates the difference (i.e., how far) a distribution is from another. This

relative value can give many insights about interesting properties on our dataset. Kullback-

Leibler Divergence is defined as:

Definition 6. Given two distributions P(x) and Q(x) from discrete random variables, the
Kullback-Leibler Divergence [73] is defined as:

K(P,Q) = ∑
i

P(x) · log
P(x)
Q(x)

(10.1)

The above expression gives the degree of similitude between both distributions, taking P

as the good (i.e. reference) distribution against Q, the one to be tested. The outcome is the

divergence between both distributions.

It can be noted from expression (10.1) Kullback-Leibler Divergence is not symmetrical, as

K(P,Q) 6= K(Q,P), therefore, we have to select carefully the operands in the comparison.

In this work we use this divergence as a measure of the difference on the IPAT distribution,

which indicates potential changes in the network conditions. Even if Kullback-Leibler cannot

be considered a distance, to ease the comprehension, during this part of the contribution we use

the terms Distance and Divergence seamlessly.

The distance computation must be very efficient, since it is performed massively in our

algorithm. Kullback-Leibler Divergence has linear cost, which makes the algorithm a good

alternative. It computes a division’s logarithm for all the elements of each distribution, since

both distributions must have the same size the cost is O(n) = n where n is the distribution size

(its number of bins).

10.2.2 Hausdorff Distance

Another classical algorithm used in the literature to compute distances is known as Hausdorff

Distance [11; 67]. This algorithm, mostly used in image recognition and object location, is

known for its good versatility in measuring the distance between two different geometrical

objects.
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Definition 7. Hausdorff Distance is the maximum of all the minimum distances between two
polygons.

Formally, Hausdorff Distance gets a finite set of points P = {p1, . . . , pn} representing a
reference and compares it to a probe Q = {q1, . . . ,qn} using:

h(P,Q) = max
p∈P
{min

q∈Q
{g(p,q)}} (10.2)

Where g(p,q) stands for the geometrical distance between p and q. Analogously to Kull-

back-Leibler, the distance computation is not symmetric.

a

b

c

1

2

3

Figure 10.3: Hausdorff Distance example

As it can be observed, originally this algorithm is designed to work over geometrical objects

instead of distributions, we illustrate in one example this method in Figure 10.3. Where we

show in dashed lines all the computed distances, the arrows point to the minimum per vertex

distance (solution for the first round), and the circle shows the final solution taken by the

algorithm.

The efficiency, taken as computational cost is worse than. Kullback-Leibler Divergence

Here we have to get the minimum distance from one element of P towards all the elements of

Q, hence the cost is O(n) = nm where n is the size of P and m is Q’s. In general we can assume

that n≈ m, thus O(n) = n2.

This complexity for an on-line algorithm as the one we are proposing in this work rep-

resents a bottleneck on the system, but in general, as we will see in the evaluation section,

Hausdorff Distance uses less network resources than Kullback-Leibler. Therefore, it is an in-

teresting alternative in our environment.
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10.2.3 The Simplified Hausdorff Distance

Hausdorff Distance was designed in order to operate in the geometric plane, but we use distri-

butions instead of polygons, which allows us to reduce the algorithm’s complexity.

Hausdorff Distance basically compares all the elements of a set with all the elements of the

other. Although, when working with distributions, there is a new dimension that does not exist

on the geometrical plane, namely the bin size. Therefore, to reduce the computational cost,

we only need to compare similar bins (in position and value) opposed to the “all-against-all”

policy of the original algorithm, these differences are illustrated in Figure 10.4.
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Figure 10.4: Hausdorff and Simplified Hausdorff Distance differences

Hence, we define the Simplified Hausdorff Distance as:

Definition 8. Let’s define o as the bin offset threshold, and P,Q two distributions, where P is
the reference and Q the acquired distribution, with n and m elements respectively. We define
the “Simplified Hausdorff Distance” as:

hS(P,Q) = max
i=1...n

{
i+o
min
j=i−o
{g(Pi,Q j)}} (10.3)

With this enhancement, the Simplified Hausdorff Distance has O(n) = n, linear cost for

small values of o (0≤ o≤ n), which in fact are the most useful in our context.

10.2.4 Behaviour of the distance computation

Both Kullback-Leibler Divergence and Hausdorff Distance work very well with stationary traf-

fic and network conditions, as an example Figure 10.5 shows the same tests we discussed pre-

viously in Section 10.1.2 with poissonian traffic.
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Figure 10.5: Kullback-Leibler and Hausdorff Distance behaviour

The figure shows clearly how the distance values adjust tightly to the PLR. The abrupt

increase of the distances is due to the increasing one-way delay value, which is kept constant

for the rest of the test. Even if this figure is with optimal conditions for the metric, it illustrates

the good properties of the distance calculation.

10.3 SLA Violation Detection

Computing the distance among distributions determines how different are the reference and the

acquired traffic profiles at the egress node, but this information alone is not sufficient to perform

the SLA Assessment. In this section we present the methodology to detect SLA violations by

using the IPAT information.

10.3.1 General Methodology: training and SLA violation detection

Informally, the base algorithm we use for the violation detection is the following: first, we

collect the IPATs during a time period at the egress node. Second we compare their distribution

with a reference distribution set. If the distributions are similar, we assume similar network

behaviour in both cases. Otherwise, we query the ingress node to acquire detailed packet

information, from which, we compute the real performance metrics. Finally we can assess the

status of the network and report any encountered SLA violations.

151



10. INTER PACKET ARRIVAL TIME DETECTION

In summary, we use the performance metrics to map the IPAT distribution to the real net-

work status, and we use such distribution as a reference to infer the SLA compliance.

Algorithm 4 shows the general logic to perform the detection of SLA violation, regarding

the collection of IPAT distributions, it is performed in a per flow f basis, during a predefined

time interval t. The empirical distribution is computed in bins of width w (referring to IPAT

ranges), therefore, a particular IPAT i falls in bin k = b i
wc. We defer the study of proper t and

w values to Section 10.4.

As a simple example, Figure 10.6 illustrates this behaviour, we assume a single flow and a

single time interval.
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Figure 10.6: Flow to distribution process

After the distribution acquisition, to cope with the aforementioned IPAT variability, our

algorithm considers the following actions:

• Training and update the traffic profile.

– Map it to the actual network status.

– Update the set of valid distributions if needed.

• Compare the current profile with the learned status.

– Decide whether the traffic conditions changed or not.

The rest of the section performs a step by step description for the algorithm. We start by

how the system learns the real offered network quality. Later we focus in the distributions

comparison.
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Algorithm 4 SLA Assessment
Input: f , D { f : Current Flow, D : Global RDS}
S← getFlowSourceMP( f ) {Source Monitoring Point}
Q← acquireDistribution( f )
if D = ∅ then

5: status← Training(Q,S) {Does metric computation}
else

status← compareDistributions(Q,S)
end if
if status < ν then {Not valid network conditions}

10: trigger SLAViolation(status)
end if
Output: status

10.3.2 Training and Update Strategy

Any system with adaptability requirements must have a robust Training mechanism. Before

entering with the full description of the Training and Update Strategy, we need to define a few

concepts.

Definition 9. A Valid IPAT Distribution (VID) V is such a distribution where a function of
the real metrics (OWD, IPDV and PLR) fall above a specified SLA threshold ν. The complete
discussion about how V is computed is done in Section 10.3.4.

Definition 10. Let’s define a Reference Distribution Set (RDS) D, as a set of strictly different
VID distributions. Where |D| is the cardinality of the set, D1 is the first element and D|D|

the last one, with a maximum size for the RDS bounded by a predefined ∆, which limits the
maximum memory usage of the RDS.

The Training and Update Strategy is in charge of keeping an updated and valid version of

the RDS. All the details are shown in Algorithm 5.

A prerequisite of the RDS is that all the stored distributions must represent good reference

traffic conditions to compare with. Therefore, our system must have some means for correctly

assessing them; we use the technique presented in [107], where the source ME (i.e., the ingress

router) sends per packet information, such as transmission timestamps, which are matched on

the destination ME/PE (i.e., the egress router), computing the relevant performance metrics.
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Algorithm 5 Training and Update
Input: Q,S {Q : IPAT distribution, S : Flow’s Source}
status← queryValidity(Q,S) {Computes Equation 10.5 and generates control traffic by
acquiring the real metrics}
if status < ν then

return status {Do not keep Q in RDS, SLA violation}
5: end if

if |D| ≥ ∆ then
expireLatestNotUsed(D) {Expiration policy}

end if
D←D∪Q

10: Output: status

This technique requires control traffic from source to destination to compute the metrics as dis-

cussed before. For the sake of efficiency and scalability it should be minimised. Nevertheless,

this method reports exact values of the network metrics that we can use to map to the IPAT

distribution.

Once the real validity is assessed, if it is below ν, the event is registered, the distribution

discarded, and a SLAViolation event is triggered (see step 10 in Algorithm 4). Otherwise we in-

sert the distribution on the RDS. In the case D is full we discard the oldest not used distribution.

We propose this replacement algorithm for two different reasons: i) it is very efficient and easy

to implement; ii) it honours the fact that if some distribution has not been representative of the

traffic profile for a while, it is because the network status has changed; so the old distribution

is not required anymore.

This Training algorithm is only invoked when the distribution comparison is not accurate

(i.e., when network conditions are unknown).

10.3.3 Distribution comparison

The metric we chose to compare between two distributions is the distance, which can be de-

scribed as how far one distribution is from another, or preferably, as the degree of similitude

(dissimilitude) between two distributions. The higher the distance the more different the distri-

butions (and so does the traffic profile).

Since RDS is composed by a set of distributions, the distance cannot be directly computed.

Hence we define:
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Algorithm 6 compareDistributions
Input: Q,S {Q :Acquired Distribution,S : Flow’s Source}
minD← ∞
for all D←D do

d← computeDistance(D,Q)
5: if d < minD then

minD← d
P← D

end if
end for

10: if minD≥ δ then
status← Training(P,S) {Does metric computation}

else
updateUse(P) {Renew usage of the distribution to prevent expiration when |D|= ∆}
status← getValidity(P) {Use value of queryValidity}

15: end if
Output: status

Definition 11. Degree of Matching DM, between a RDS D and another distribution Q is defined
as:

DM(D,Q) = min{d(p,Q)} p = D1 . . .D|D| (10.4)

where d(p,Q) is a predefined distance algorithm between the distributions p and Q as pre-
sented on Section 10.2.

Then Q and D are considered similar if DM(D,Q) ≤ δ, where δ is our distance threshold.

The critical point here is that different distributions do not mean different qualities, since the

traffic profile can change over time, even with the same quality level. Therefore, when the

distributions are considered different the system must learn the degree of quality of the new

distribution. The Training procedure is then invoked with Q. Because training consumes

system resources, as described previously, there is a trade-off here: the lower δ, the more

resources (queries) will be needed. On the other hand, the higher δ, the lower amount of

resources will be required, at the cost of losing some accuracy on the SLA assessment. The

evaluation section has an extensive discussion about the effects of changing δ.

The complete pseudocode for this function is detailed on Algorithm 6.
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10.3.4 Distribution Validity V

The Training procedure queries the source monitoring point of the flow in order to get the real

QoS parameters of the specified time interval. Once the real metrics have been acquired, the

destination has to validate whether the SLA is being honoured or not.

In our work, as a proof of concept, we assume a simple linear SLA compliance policy, but

any other function complying with the below restrictions can be applied seamlessly.

V is defined in the range [0,1] indicating the quality of service experienced for the flow

with respect to the SLA. Therefore, 1 stands for perfect quality, while 0 is absolute lack of it.

To compute this value we consider the usual metrics (OWD, IPDV and PLR).

Another point to consider is that depending on the type of traffic, the QoS constraints might

considerably differ, for example, videostreaming is robust to large OWD and high IPDV, but

not to PLR, while videoconferencing is sensible to all the metrics. Hence, we define ωO,ωI,ωP

as weights specified for each particular metric, where ωO +ωI +ωP = 1.

Expression 10.5 computes V, which is the degree of validity of the time interval.

V = QO(OWD) ·ωO +QI(|IPDV |) ·ωI +QP(PLR) ·ωP (10.5)

Where Q∗(x) determines the exponential quality degrading function for the metric “∗”,

defined as:

Q∗(x) =


1, x≤ X

λe−λ(x−X), X < x < M

0, otherwise
(10.6)

Where X is the metric dependent threshold of quality degradation specified by the SLA,

and M the upper feasible bound for the quality of that particular metric. Finally, λ in (0,1) is

the decaying factor for the exponential quality degradation function.

Then V ≥ ν the network behaviour is considered stable. The closer is ν to 1, the stricter

our system will be to SLA violations.

10.4 Theoretical Parameter Study

During the description of our SLA Violation Detection mechanism we have pointed out differ-

ent parameters that can completely change the behaviour of the system. Such parameters are:

the acquisition interval t, the bin size w, and the distance δ. In this section we perform a general

156



10.4 Theoretical Parameter Study

theoretical analysis of the effects of changing these parameters. The experimental study is left

for Section 10.7.

10.4.1 The acquisition interval t

The acquisition interval is the first critical parameter we have to study to tune our SLA violation

detection system. Tweaking such parameter has a number of implications depending on its size.

Here we detail separately the different effects caused by increasing and decreasing t.

Increasing t

Increasing the acquisition time interval has the following positive effects:

• More samples to consider: This implies that we will have more statistical soundness as

the number of samples increases. Hence, our distributions are more statistically repre-

sentative of the real network status.

• Better Training periods: If the acquired traffic is suitable to be part of the RDS then

its distribution will be more indicative since it considers larger time periods. From the

practical point of view this implies that the reference distributions will be more valid.

On the other hand, having large sizes of t derives in a number of negative effects:

• Increased lag on the reporting: The most important implication is that t determines

the degree of “Reactivity” of the system, (i.e., the response time of the reporting). To

understand this point, we have to have a clear idea about the system behaviour in general.

First we gather IPAT during t time units, after this we compare its distribution with the

RDS, and if necessary, we ask the ingress point about particular network metrics. The

ingress point responds back with per packet information.

As it can be noted, one of the critical parameters for this response time, is the time t

itself, which bounds the time required to compute the distances, and therefore, start the

violation detection process.

Other factors such as the time invested by the comparison algorithm, or the network

latency, are also relevant but out of the scope of this particular study.

• More probability of varying traffic: The longer we get statistics the more probable is that

we have variations on the underlying network, which on its turn makes it more difficult

to have representative distributions.
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Decreasing t

Reducing the acquisition time t also has positive and negative effects over the system behaviour.

The positive implication are:

• More interactivity on the reporting: the less time we spend on the gathering the quicker

we will react to any SLA violation.

• Less samples: Having less samples implies that we will have faster computation, hence,

faster reporting.

Nevertheless, it also has a number of negative effects:

• Less samples: At the same time of being a good thing, having less samples means that

we will have less statistical information in our distribution, therefore, we could incurr in

inaccuracies in the detection.

• More variability: Derived from the previous case, the less samples we have, the higher

is the probability of having different distributions. Therefore, we will have more queries

to the ingress node (even if these queries are faster and smaller because of the reduced

number of samples per time interval). This does not necessarily mean that it will require

more resources. In fact, as we show in below sections decreasing t usually implies also

a reduction in resource requirements.

10.4.2 The bin size w

As we discussed previously, one of the most critical parameters of our SLA violation detection

system is the bin size w.

Intuitively, w determines the degree of granularity of our system. Hence, for little values

of w, we will have high resolution, which means that we distiguish among closer values per

bin. On the other hand, if we increase the bin size, we are losing resolution, that is, we are

aggregating a larger set of IPAT within the same bin. This, as expected, has a number of effects

over the final result. In this section we perform a basic theoretical study about the effects of

tuning the bin size. We defer the experimental analysis to section 10.7.2.
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Increasing w

As introduced before, increasing w reduces our resolution in terms of higher aggregation de-

grees in our bins. When we have larger w, we can observe different effects. The good properties

of having large w are:

• Less bins to analyse: Since our aggregation level is higher, for a given tests we are

reducing the number of bins to consider per t interval.

• More efficient: Derived from the previous advantage, having less bins implies less pro-

cessing time to calculate the IPAT, generate the distributions, and perform the distance

comparisons.

• Less network resources: Reducing the amount of bins implies that we will have less

probability of having different distributions. We can formally prove this:

Proof. Let’s define p as a reference distribution, and Q as the acquired distribution.
Assuming that w→ ∞ for the acquisition interval then the probability P of having exact
IPAT distributions is determined by:

lim
w→∞

DM(p,Q) = 0 (10.7)

Therefore, P(DM(p,Q) ≤ δ) = 1 for any p, Q, and δ. Hence, the system will consider
all the distributions as equal.

On the other hand, if w → 0 we have infinite bins, by basic statistics we know that
P(DM(p,Q) ≤ δ)→ 0 since we have more bins to match, therefore having two exact
distributions is much less probable.

The final effect then is that we invoke the Training process fewer times, hence, reducing

the required network resources. But this reduction of the resources is not for free, it has some

bad implications as we detail now:

• Less accuracy: Analogously to the fact that we have higher probability of having similar

distributions, we will consider different traffic profiles as equal with higher accuracy,

which in practice means that we will reduce the detection of SLA violations, mostly due

to lack of Training.
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Decreasing w

In the case that we are reducing the bin size, we will face opposite effects than before. In

particular, the positive effects of decreasing w are:

• Finer accuracy: The more bins we have to compare, the more resolution we have in

order to distinguish different IPAT distributions. This leads to the fact that in general we

have more accuracy in the reporting.

But, as expected, this also leads to some negative properties:

• More computation time: Derived from above, if we have more bins to analyse, it implies

that we will need more time to compute the IPATs distributions so we need more CPU

power to do the on-line detection.

• More network resources: If we have finer detail in the IPAT distribution as detailed above

the probability of equal distributions decreases, meaning that we invoke the Training

process more often, which leads to higher network resource requirements.

As it can be noted there is a trade-off in this situation, normally we desire good accuracy,

but in practice the network resources reserved for control traffic are limited. In Section 10.7.2

we experimentally show such effects.

10.4.3 The Distance threshold δ

The last system parameter to study is the distance threshold δ. It determines the confidence

we have in our distance algorithm, high values represent loose constraints on the distance

comparison, while small values indicate tight constraints that trigger the Training process more

easily. Therefore, there is a trade-off selecting the size of this parameter.

Increasing δ

Increasing δ implies that we are relaxing the constraints of our distace algorithms. In practice,

this means that we consider as similar very different distributions.

In detail, since the outcome of the distance algorithms range in [0..1], for values of δ closer

to 1 the algorithm cannot distinguish among the distributions and all of them are considered as

equal. This, as expected, comes with an associated loss in accuracy.
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The good side of this increase, is the considerable reduction in control traffic derived of

such action. If we consider two distributions as equan we do not need to invoke the Training,

thus, we reduce the required resources.

Decreasing δ

Logically, decreasing δ, gives the opposite effect, this means that for δ→ 0 we are tightening

the constraits of our similarity threshold, which make more difficult for our algorithm consider

two different distributions as similar. This imples that we will increase the accuracy, toghether

with an increase in the used network resources.

10.5 Tests and Testbeds

In order to validate our proposal we set up three different testbeds, where we performed several

tests. In particular, i) synthetic traffic under controlled testbed conditions, ii) synthetic traffic

over the European Research network Gêant, iii) real traffic over a controlled testbed.

10.5.1 Synthetic traffic under controlled testbed conditions

The first set of tests have been performed under a tightly controlled environment. We config-

ured two end nodes with Linux Debian in order to generate and collect traffic. On the core of

the testbed we installed two servers also with Linux Debian, Traffic Control and NetEM em-

ulator capabilities. We then can change the network conditions according to our needs and

experience a wide range of controlled network disruptions.

Figure 10.7: Controlled testbed

All the links on the testbed were configured with Fast Ethernet and no cross traffic. Further-

more, all the Linux boxes were synchronised by using GPS signal with NTP and PPS patches

on the kernel for accurate timestamping.
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In this testbed the set of emulated network conditions are:

1. Good Network Conditions: no SLA disruptions and good network behaviour all over the

test.

2. Mild Network Disruptions: moderated increase of OWD with periods of high IPDV and

some packet losses. Some traffic disruptions but only with few SLA violations per test.

3. Medium Network Disruptions: similar to the mild network disruptions but with limited

buffers on the routers which leads to moderate periods of packet losses. Some SLA

violations in many intervals during the test.

4. Severe Network Disruptions: random losses from 1% to 10% with variable OWD. Severe

SLA violations in periodic intervals on the test.

All the tests have in common that the SLA disruptions are applied at regular time intervals

all over the tests, combining periods of good behaviour with others with disruptions.

We performed tests with Periodic, Poissonian and Synthetic Real Traffic [93] traffic pro-

files with all the above network conditions. Since the controlled traffic conditions are tightly

controlled, to have meaningful results it was enough to repeat 3 times each set of tests. Using

these traffic profiles we have from predictable packet rates (Periodic) to unpredictable realistic

profiles (Synthetic Real Traffic).

10.5.2 Synthetic traffic over the European Research network

In this testbed we performed a set of more than 500 experimental tests during 2006 and 2007

using twelve different testbeds across Europe. We performed the tests at different hours, in-

cluding weekends, to have a real variety of cross traffic and congestion. The testbeds were

provided by the IST-EuQoS [45] partners, covering a total of 5 countries and 4 different ac-

cess technologies (LAN, xDSL, UMTS and WiFi) with an overlay architecture over the Gêant

research network.

We evaluated the performance of our system by actively generating UDP traffic on the net-

work with different properties. Specifically, we generated periodic flows, with varying packet

rates, from 16 to 900 packets per second among all the involved nodes in the testbed. We

used different packet sizes ranging from 80 to 1500 bytes per packet. Specifically, we focus on

three different sets of tests. The first one simulates a low rate, small size packets with a used

bandwidth of 64Kbps. We label this traces as (synthetic) VoIP.
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The second type of traffic is a periodic flow with average packet rate of ∼ 96 packets per

second, with MTU size packets amounting to a total of 1Mbps of UDP traffic. We call this trace

UDP1. Finally, the third kind of traffic is a average sized, high rate UDP flow with ∼ 1.4Mbps.

We call this test UDP2.

10.5.3 Real traffic over a controlled testbed

Generating synthetic traffic gives tight control over the different characteristics of the traffic to

stress: rate, packet size, etc., but on the other hand, it does not reflect how a real application

performs. Therefore, in order to have insights about the behaviour of our system with real

applications we used the local testbed described before in Section 10.5.1 with a video stream-

ing application, namely VLC, transmitting high quality video with variable bit rate over the

network. In the same fashion as before, we inserted various degrees of network disruption to

analyse the accuracy of our SLA assessment system.

10.6 Evaluation

The validation of the proposal is issued by performing a wide variety of tests in different

testbeds as described on the previous section.

We focus the study in the system’s accuracy, that is, in the SLA violation detection rate,

measured in terms of false negatives (i.e., not detected SLA violations). We compare the three

presented distance algorithms against the case of having perfect knowledge about the SLA

violations. We also analyse the amount of resources required by the system; such resources

are counted in terms of reduction ratio of the required bandwith used by the control traffic.

Therefore, we compare the cost of reporting per packet information with our solution, which

only demands information when there is a change in the traffic reception profile.

During all the analysis we use the same parameters across the tests for the estimation. In

particular, we set up, as a proof of concept, the following values: distance threshold of δ = 3%,

bin width of w = 3ms, and an acquisition time interval of t = 175ms. The discussion about the

different parameters, such as distance threshold selection, or time bin size is done in Section

10.7.
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10.6.1 Methodology

Analysing all the information obtained from the tests is complex. To ease the comprehension

of the validation process, we unify the evaluation for all the tests and testbeds under the same

methodology as follows:

1. For each test we collect the full trace on both end nodes.

2. We match the packets extracting the network performance metrics as described in [107],

using them as reference quality (perfect knowledge), since the process gives exact results.

3. We identify the different SLA violation periods with the reference results acquired above.

4. We apply off-line our algorithm (by using Kullback-Leibler, Hausdorff and Simplified

Hausdorff ). Here we register: i) required control traffic due to Training. ii) estimated

SLA violation periods.

5. Finally, we match the SLA violations with the ones obtained in Step 3.

We apply our system off-line with the goal of comparing the results. But in the actual

deployment the system performs on-line assessment. By using this methodology we can guar-

antee accurate comparison between the perfect knowledge of the network behaviour and our

system.

10.6.2 Accuracy and Resources requirements

In order to study the behaviour of our system, here we discuss the achieved accuracy together

with the analysis of the required resources for each algorithm in the different testbeds.

10.6.2.1 Synthetic traffic with controlled network

The goal of this synthetic traffic generation is to evaluate the reaction of each algorithm in a

controlled environment with the different traffic profiles.

We analyse in Table 10.1 the Accuracy and the Resource utilisation for the different gen-

erated traffic. The accuracy is computed for the overall test duration, counting the ratio of

detected SLA violations over the total, while the required resources are computed by the ratio

of the actual number of queries, over the maximum possible queries per test. Our goal is to

achieve high accuracy with low resource consumption.

164



10.6 Evaluation

(a) Periodic

Accuracy
Good Mild Medium Severe

KL 1.000 1.000 0.987 1.000
Hausdorff 1.000 1.000 0.088 1.000

D. Haus. 1.000 1.000 0.868 1.000

Resources
Good Mild Medium Severe

KL 0.001 0.256 0.385 0.394
Hausdorff 0.001 0.020 0.019 0.394

D. Haus. 0.001 0.130 0.267 0.394

(b) Poisson

Accuracy
Good Mild Medium Severe

KL 1.000 0.250 0.940 0.893
Hausdorff 1.000 0.750 0.067 0.225

D. Haus. 1.000 1.000 0.994 0.999

Resources
Good Mild Medium Severe

KL 0.562 0.572 0.657 0.671
Hausdorff 0.122 0.143 0.132 0.190

D. Haus. 0.464 0.601 0.699 0.721

(c) Synthetic Real Traffic

Accuracy
Good Mild Medium Severe

KL 1.000 0.667 1.000 1.000
Hausdorff 1.000 1.000 1.000 1.000

D. Haus. 1.000 0.667 1.000 1.000

Resources
Good Mild Medium Severe

KL 0.002 0.002 0.397 0.397
Hausdorff 0.002 0.003 0.397 0.397

D. Haus. 0.002 0.002 0.397 0.397

Table 10.1: Accuracy and Resources for δ = 0.03

As it can be observed in the table, the accuracy of the solution is higher for the extreme

cases. When there are Good network conditions in the network we always estimate correctly,

and with very low resource consumption in general. This is because our algorithm assumes

correct network behaviour by design. In the case of Severe network conditions, where our

contribution is more useful, we can detect with very good accuracy the SLA disruption peri-

ods. On the other hand, in the fuzzy case when there are few SLA violations, the accuracy of

the system drops sensibly for some algorithms. The cause of this is the statistical resolution

achieved when there are few SLA violations, where missing only one violation is statistically

significative. Moreover, in a real deployment, such SLA violations are of no practical interest
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since they represent very short, sporadic, periods of light congestion, with no high impact on

the final network behaviour.

Comparing the various distance algorithms we can notice some general properties: first,

the better accuracy in most cases is achieved by the Simplified Hausdorff Distance proposed

as an extension in this work, with similar results for Kullback-Leibler. It is also interesting to

highlight the poor performance obtained with Hausdorff, except in the case of synthetic real

traffic. This is caused by the “all-against-all” comparison we pointed out previously.

The second consideration is the resources needed by the Severe, and some Medium network

conditions. As it can be noted, in some traffic profiles, the results are exactly the same regard-

less of the algorithm used. This is because the algorithms always query the ingress node when

an unknown IPAT distribution is found. With bad network conditions this situation is common.

Hence it forces the system to query for exact metrics. Here the minimum number of queries

is bounded by the amount of SLA violations, which in our experimental case is 0.39 as shown

in the Table 10.1. In the specific case of Poissonian Traffic, we need more resources than this

lower bound for Kullback-Leibler and Simplified Hausdorff. Notice though, that requiring less

resources than that implies non detection of some SLA violations.

10.6.2.2 Synthetic traffic over the European Research network

In this testbed we plan to show the proper accuracy of our proposal in a real network with

random quality, unexpected results and unknown cross traffic with different multi-hop paths.

In Figure 10.8 we show the different accuracy results for each algorithm and traffic profile.

The X-axis of the figure has the test number (normalised to 1) and the Y-axis the accuracy. The

figure considers all the tests, including the ones without SLA violations.
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(c) Simplified Hausdorff

Figure 10.8: Accuracy for Synthetic traffic over the European Network
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We complement the figure with Table 10.2, which summarises the results of our experi-

ments. We show the aggregated total amount of bins with violations, together with the amount

our algorithm could detect. In the third column we highlight the overall accuracy and finally,

the last column, details the average amount of resources needed for the reporting.

(a) Kullback-Leibler

Violations Detected Accuracy Resources

VoIP 7216 6096 0.845 0.198
UDP1 62264 60108 0.965 0.551
UDP2 24863 22265 0.896 0.338

(b) Hausdorff

Violations Detected Accuracy Resources

VoIP 7216 3163 0.438 0.024
UDP1 62264 58003 0.932 0.237
UDP2 24863 21384 0.860 0.221

(c) Simplified Hausdorff

Violations Detected Accuracy Resources

VoIP 7216 4765 0.660 0.044
UDP1 62264 59265 0.952 0.246
UDP2 24863 22345 0.899 0.232

Table 10.2: Violation detection under a real network, δ = 3%

It is important to notice that most of the failures in the SLA estimation are due to iso-

lated bins with violations very close to the SLA agreement boundary with no practical interest,

similarly to the case we found in the previous testbed.

In this set of tests, the best performing algorithm is Kullback-Leibler, but at the expenses

of using more network resources than the other alternatives. As in the previous case, Hausdorff

falls behind in terms of accuracy, which added to its higher computational complexity, makes

it the worst presented algorithm.

In terms if resources, the average resource usage of the whole system is below 25%. It

is lower when considering VoIP traffic (i.e., around 4%), while the minimum amount of re-

sources required is ∼ 5.8 · 10−4, and the maximum is 1 (meaning no reduction is achieved).

Further investigating these tests causing more resource usage, we found that they are the ones

representing highly congested links (in particular xDSL), with very high loss ratios and large
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amount of SLA violations (around 90% of the bins affected with packet losses). This forced a

large increase in the resource requirements in these cases as expected.

10.6.2.3 Real traffic over a controlled testbed

In this last set of tests, it is intended to observe the performance of our algorithms under real

traffic with controlled network behaviour, in fact, the forced SLA violations on the testbed

follow the same patterns as we introduced in the synthetic traffic case (i.e., Good, Mild, Medium

and Severe).

We used VLC to perform the tests. Since the application generates two flows, one for audio

and the other for video, we show them separately in Table 10.3. There, we can see the overall

accuracy for the three algorithms.

(a) Kullback-Leibler

Accuracy
Good Mild Medium Severe

Audio 1.000 1.000 0.999 0.997
Video 1.000 0.450 0.621 0.874

Resources
Good Mild Medium Severe

Audio 0.962 0.966 0.947 0.728
Video 0.061 0.074 0.085 0.569

(b) Hausdorff

Accuracy
Good Mild Medium Severe

Audio 1.000 0.997 0.969 0.898
Video 1.000 0.450 0.610 0.758

Resources
Good Mild Medium Severe

Audio 0.019 0.016 0.023 0.086
Video 0.022 0.025 0.038 0.352

(c) Simplified Hausdorff

Accuracy
Good Mild Medium Severe

Audio 1.000 0.999 0.979 0.975
Video 1.000 0.450 0.677 0.848

Resources
Good Mild Medium Severe

Audio 0.114 0.114 0.144 0.397
Video 0.032 0.035 0.050 0.407

Table 10.3: Overall detection and resources for VLC traffic, δ = 3%

The accuracy of the studied SLA violations is higher than 99% for the audio flows, dropping

sensibly in the case of video flows. The causes of such difference in accuracy are yet unknown
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and subject to further study. Nevertheless, in the case of Severe network conditions the accuracy

is still higher than ∼ 85% in both algorithms. Again, in this case Hausdorff falls behind in

terms of accuracy but keeping a very low resource consumption.

Regarding the resources, for audio flows, in the case of Simplified Hausdorff, they range

from∼ 11% for Good network behaviour to∼ 40% in the case of Severe SLA disruptions. For

the video flows it ranges from ∼ 3% to ∼ 40%. As it can be noted, the cases for which the

maximum resources are required are consistent with the ones found on the Synthetic Traffic

with Controlled Network: the packet losses and delay constraints were similar as in this case.

Again, using Kullback-Leibler, despite of having slightly better accuracy, requires∼ 20% more

resources than Simplified Hausdorff.

10.7 Experimental Parameter tuning

Complementary to the theoretical analysis performed in Section 10.4, this section studies all

the different experimental parameter selection and tunning for our system. Specifically, the

considered parameters are: the acquisition interval t, the bin size w, and the distance δ.

All the parameters are studied by using the tests described above, in particular for the study

of t and w we use Real Traffic over a Controlled Network, with the VLC flows. Regarding the

δ we use the Poissonian flows generated under the EuQoS project.

10.7.1 The acquisition interval t

As we discussed previously, increasing the acquisition time interval gives our system more

statistical soundness, due to the presence of more samples in the acquired distribution. But at

the same time it gives less responsivity to our system.

We performed the analysis by doing tests with several values of t. In particular we set up

our VLC testbed to use values of t: 50,100,175,300,500,1000,2000 and 3000 milliseconds.

Then we estimated the SLA violations by using our three algorithms.

Figure 10.9 and 10.10 sumarise the obtained results for all the values, in the results we omit

the Good quality network since its accuracy is always 1 and the resource consumption is in all

cases lower to the other kinds of network disruptions.

The results show the expected behaviour in all the cases. The trend is a clear improvement

in the accuracy of the system as the time interval increases, the results are coherent holds with

the theoretical analysis we performed in Section 10.4.
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(a) Kullback-Leibler Accuracy
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(b) Hausdorff Accuracy
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(c) Simplified Hausdorff Accuracy
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(d) Kullback-Leibler Resources
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(e) Hausdorff Resources
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(f) Simplified Hausdorff Resources

Figure 10.9: Time Acquisition interval effect over VLC Audio Traffic
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(a) Kullback-Leibler Accuracy
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(b) Hausdorff Accuracy
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(c) Simplified Hausdorff Accuracy
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(d) Kullback-Leibler Resources

50ms 100ms 175ms 300ms 500ms 1000ms 2000ms 3000ms
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time Acquisition Interval

R
es

ou
rc

es

Hausdorff Resources for Video

 

 

Mild
Medium
Severe

(e) Hausdorff Resources
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(f) Simplified Hausdorff Resources

Figure 10.10: Time Acquisition interval effect over VLC Video Traffic
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As it can be noted there is a considerable drop in accuracy for audio traffic in the case

of Simplified Hausdorff and in Kullback-Leibler for Mild traffic conditions (in fact it drops to

50%, in the specific case of 500ms). The cause for this is that when aggregating more packets

on the bin, with few packet losses the aggregated quality for the period gets “better” in the

sense that the packet loss ratio improves, therefore the number of total bins with violations

drops (in our case to 2 for the whole test), and the three algorithms have more difficulty to

detect them (in our case only one is correctly detected). Also as expected, this behaviour is

repeated for the case of Medium traffic disruptions for higher bin sizes.

Similar results are obtained in the case of Mild traffic with t = 1000ms and higher, where

in this case the total amount of disruptions for our particular case is 0 therefore we can always

estimate it correctly.

In the case of video flows, the results differ considerably, this is because this traffic uses

higher packet rates, which at the end, implies that more packets get dropped, so, increasing the

bin size helps the estimation.

As we already detected in the Evaluation section both Simplified Hausdorff and Kullback-

Leibler have better accuracy than Hausdorff (specially for audio flows). Comparing both algo-

rithms, in general Kullback-Leibler has better accuracy, but it requires too much resources in

terms of bandwidth. In any case for high values of t Simplified Hausdorff, while using a fairly

reasonable amount of resources accomplishes similar degree of accuracy.

Sumarising the findings about the accuracy, we can see that in general having large bin

sizes helps the estimation, but this could be misleading, because for large timescales, small

disruptions get undetected, while being relevant for shorter timescales. This is not a fault of

our system but the actual reduction in the packet loss ratio per bin (therefore our traffic has a

validity higher than ν), so depending on the requirements of our system we will have to select

the appropriate values for t.

Regarding the required bandwidth resources, the most efficient algorithm is Hausdorff, but

due to computational complexity, and specifically the lack of accuracy, it is not the best option

for a production network. On the other hand, depending on the specific needs of the network

under analysis, choosing Kullback-Leibler or Simplified Hausdorff are two good options, but

the second tends to be more efficient in terms of resource usage.
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10.7.2 The bin size w

As we already prompted, changing the bin size is critical to the accuracy of the system. In

this section we study such effects from the experimental point of view. As a proof of concept

we focus our study on the traces of Real Traffic over a controlled testbed, described before in

Section 10.5.3, but our analysis could be extended to any other type of traffic in our system.

The analysis is performed by using w values from 1 to 10 milliseconds of IPAT. In the rest

of the section we study these different values with the three proposed distance algorithms to

see the effect over the accuracy and used resources.

In Figures 10.11 and 10.12 we show the results for Kullback-Leibler, Hausdorff and Sim-

plified Hausdorff with values of t = 175ms, for the different w.
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(a) Kullback-Leibler Accuracy
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(b) Hausdorff Accuracy
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(c) Simplified Hausdorff Accuracy
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(d) Kullback-Leibler Resources
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(e) Hausdorff Resources
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(f) Simplified Hausdorff Resources

Figure 10.11: Bin Size effect over VLC Audio Traffic

It can be noted that the intuitive idea of resource consumption and accuracy is held in all the

cases in general. In particular, for Kullback-Leibler, in the worst case the audio SLA Violation

Detection accuracy drops from 1 to 0.89 for the Mild case. In the results obtained for Medium,

the accuracy slightly increases for larger bin sizes, but this marginal gain can be considered as

an outlier since is not the main trend in our results.
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(a) Kullback-Leibler Accuracy
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(b) Hausdorff Accuracy
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(c) Simplified Hausdorff Accuracy
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(d) Kullback-Leibler Resources
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(e) Hausdorff Resources
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(f) Simplified Hausdorff Resources

Figure 10.12: Bin Size effect over VLC Video Traffic

On the other hand, the video flows are more affected by the bin size increase, the reason

being that such flows have a higher rate, this means that the IPAT tend to be smaller (in some

cases lower than 1ms). The issue with such small bin sizes is the huge grow in the amount of

bins to analyse. And therefore, its computational demands.

With respect to the used resources, again, as expected the resource consumption for Kullback-

Leibler with audio flows is consistent, reducing in ∼ 0.10 units from w = 1 to w = 10 in gen-

eral. While in the case of video flows, since we already are overestimating the good network

behaviour, thus using less network resources, the differences are less noticeable even if de-

creasing as expected.

In the case of Hausdorff, the drop in accuracy both in audio and video is more noticeable

in the Severe case. It is fairly well estimated for small bin sizes but its accuracy drops very fast

as the bin size gets bigger. This highlights the point that increasing the bin size helps reducing

the resolution, therefore, considering similar groups of IPAT which are very different in reality.

Moreover here we can see in more detail the lack of accuracy provided by the “all-against-all”

mechanism used by Hausdorff.

Looking closer at the results, using Hausdorff, it can be noted that for the case of w =
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1 the accuracy is lower than in the rest of the cases. Although we need to investigate this

behaviour with more detail, we can say that the most likely reason for this anomaly is the fact

that aggregating IPAT in this case, since Hausdorff is not very accurate, played a positive role

on the final result, again due to the “all-against-all” policy of the algorithm.

Regarding the used resources, differently than the unexpected behaviour of the accuracy.

Their consumption is slightly reduced due to the increase of the bin size, but it is far less

noticeable than in the case of Kullback-Leibler. This is mostly caused by the fact that, on the

one hand, the bin size increase favors a reduction of the resources. While, on the other hand,

the casual increase in accuracy favors the use of more resources as more queries are permitted.

Finally in the case of Simplified Hausdorff the obtained results are quite in-line with the

ones obtained by Kullback-Leibler, in this case the accuracy is reduced, specially in the audio

flows, where it drops from almost perfect estimation for the Mild case to the not so good 0.24

for the largest bin size. As expected in the Medium case the behaviour is similar. Regarding

video flows the trend is similar but starting with less accuracy as we already discussed before.

One interesting point to notice is that the bin size impacts more strongly to Simplified Hausdorff

than Kullback-Leibler, the reason is that geometrical distances are more deterministic (are a real

metric) than the relative entropies (that not are considered metrics), which being dimensionless

do not have this spaciality difference expected on physical metrics.

In Simplified Hausdorff, the used resources are largely reduced as the bin size increases as

expected. This is in-line to the drop in accuracy we discussed before.

In summary, Kullback-Leibler and Simplified Hausdorff continue to be the reference algo-

rithms, even if requiring more resources than Hausdorff, they deliver levels of accuracy which

permit to deploy this system on a real enviroment.

10.7.3 Sensitivity analysis for δ

As we already discussed, querying the other end-point to acquire the network status is one of

the bottlenecks of the system. The querying is triggered when D(D,Q) ≥ δ (Step 6 of Algo-

rithm 5). Hence δ and the traffic itself determine the amount of queries of the system. Figure

10.13 details the effects of changing δ between 0 and 10% for controlled traffic generation

with Poissonian Traffic using our algorithm Simplified Hausdorff Distance (the study would be

analogous in the case of Kullback-Leibler and Hausdorff ).

All the subfigures contain the Accuracy in the left Y-Axis with solid line, and the Resources

needed on the right Y-Axis with dotted line. The X-Axis contains the different values for δ. As
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Figure 10.13: Distance Effect Poisson traffic. Accuracy and Resources are on the Y-Axis and each
considered distance (in %) is on the X-Axis

it can be observed, in the case of Good and Severe traffic conditions, the effects of increasing

the distance permits to reduce the required resources given the predictability of the outcome,

specially in the Good case where the estimation is always correct. Again the important trade-

off is on the fuzzy situation where not much SLA violations occur on the network, in that case,

increasing the distance has a very noticeable effect on the final accuracy of the system, due to

the statistical error incurred when having a small number of samples, being more noticeable

when there are fewer disruptions (Mild case in the figure).

10.8 Discussion

In this work we presented a scalable SLA assessment system that draws the first steps towards

reducing the overhead caused by the metric computation. In this section we complete our

analysis by studying the cost of the solution in terms of computational demands. We also

discuss the required steps to deploy our system in a real environment.
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10.8.1 Overall Computational Cost for Simplified Hausdorff

To assess the feasibility of deploying the system we perform an analysis of the cost of the

overall algorithm. All the expressions in this section are considered in a per-time interval t

resolution.

The function acquireDistribution has a linear cost over the number of received packets n

per flow in t: O(n) = n.

The critical path for Training is querying the Validity. This implies computing the OWD

and the IPDV of the time interval, which is linear over the number of packets. While PLR cost

is constant. With a total cost of O(n) = n.

For the function compareDistributions, the cost consists of:

• Linear cost over |D| for the iterator of RDS.

• The cost of computing the distance. As described before, it is linear over the number of

bins in the distribution (|P|).

• Training, which has linear cost as described before.

The total computational cost then is upperbounded by O(n) = |D| · |P|+ n, knowing that it is

not possible to have two Training periods in one round of the algorithm.

10.8.2 Deployment feasibility

All the basic steps of the algorithm are memory efficient and easy to implement in edge nodes

of the network. It only involves computing IPAT, distances between distributions, and few

things more. The only complex step is to give feedback to the system about the real metrics of

the network, because it requires to match packets of the flows under analysis on the different

edge nodes. This can be performed by using different techniques as described in our previous

work [107; 109] with dedicated boxes forming an overlay network within the network under

analysis. Therefore it is removing complexity from the edges.

10.9 Conclusions

We have presented a novel approach to on-line SLA Assessment, where differently of previous

research, our work separates and reduces the performance metric computation and the interac-

tion between the edge nodes of the network. This is accomplished by: i) a smart algorithm for
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gathering the distribution of Inter-Packet Arrival Time (IPAT); ii) distance algorithms to com-

pare the distributions; and iii) a robust Training methodology that delivers a very competitive

solution regarding SLA violation detection.

As an additional contribution, we improved Hausdorff Distance, by using the knowledge

about the data we are dealing with. With this improved version we can efficiently infer the

network quality with very good accuracy and a very low amount of resources.

We validated our methodology with a set of different tests, which involved a controlled and

European-wide testbeds, using synthetic and real traffic. The experimental results show that

we can reduce the required resources considerably, with a low effect on the final accuracy of

the system.

As lines left for further research, an interesting upgrade of the system would be to infer the

real metrics of the network by comparing ingress and egress packet arrival times (Inter Packet

Generation Time with Inter Packet Arrival Time).
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Conclusions and future work

In this thesis we presented the main building blocks of an efficient and scalable end-to-end

SLA Assessment infrastructure, based on network metric estimation. Each building block

incrementally constructs a full-fledged and scalable solution, we start from the most basic per

packet analysis and reporting, which we name Network Parameter Acquisition System (NPAS),

to the efficient SLA violation estimation accomplished by a smart Inter Packet Arrival Time

(IPAT) analysis. Passing by several levels of traffic sampling, which deliver a very good trade-

off between resources and accuracy.

The main optimisations presented in this thesis are focused on the intra-domain environ-

ment, with some work in inter-domain, that opens several new lines for further research.

The incremental set of enhancements starts with, what we call, Time Classification, where

we report the packet information in time intervals, using this technique it is possible to exploit

simple compression techniques that give a very good reduction in the used resources. In fact

the reduction we experimentally obtained in the worst case is ∼ 27% without any loss in the

accuracy of the solution.

Even with the very good optimisation of Time Classification, in order to deploy a com-

petitive and scalable solution we need to further reduce the required resources in terms of

bandwidth. Therefore we designed a Static Traffic Sampling solution, based on hash sampling

that permits a customisable reduction on the required resources, with the trade-off of losing

accuracy on the reporting. Using static sampling permits to accurately estimate the One-Way

Delays even with very low sampling rates. On the other hand, the estimation of the discrete

Packet Losses is much more complicated, having very poor accuracy in this regard.
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We partially solve the packet loss estimation accuracy problem by using an Adaptive Traffic

Sampling solution. Which, instead of statically applying a preconfigured sampling rate, goes

one step further and permits custom allocation of the available resources to the flows with

more requirements, the resource sharing is monitored by estimating the status of the metrics,

as a proof of concept we used IPDVs and PLR. With this new approach we obtain: i) more

control over the used resources due to control traffic. ii) much more accuracy estimating the

packet losses by focusing on the troubled flows or segments of the network, achieving a total

reduction in terms of resources of ∼ 96% compared with the per packet reporting case, still

with reasonable accuracy in OWDs.

As a complementary feature, we designed a user level Quality of Experience assessment

for NPAS, namely we deliver VoIP assessment. The goal of this enhancement is to use the

already present framework of SLA assessment for more complex tasks. The insertion of such

QoE functionalities is not straight-forward since we have to enhance both the ME and the PE,

the first needs to detect the used codec and the second needs to infer the quality of the flow(s)

using the E-Model. In the way of giving such functionalities to NPAS we enhanced the already

present MOS by porting its features to the more used packet switched networks.

Finally, the last part of the thesis discussed a disruptive approach to SLA assessment. This

approach, which is the final improvement over NPAS, focuses on the decoupling of network

metrics and SLA assessment. To do this we use information delivered by the IPATs and by

using a simple methodology based on distance computation between distributions. We present

a reliable, scalable, and very efficient mechanism to perform the SLA assessment. During

the design of this technique we used the well-known Hausdorff Distance, which we improved

largely, by using the knowledge of the specific problem at hand. The best feature of this new

approach is that it can be easily implemented on the edge nodes of the network, where we

minimise the need of a dedicated collection point. Moreover, the computational complexity of

the solution is lower than the other alternatives, since the packet matching present on previous

optimisations, for the metric computation is drastically reduced because it is inferred from the

IPAT information.

Future Work

Our main lines for further research in this area can be separated on the following fronts:
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• The first set of tasks left for future work are related to the traffic collection. It is broadly

known that software capture interfaces are not reliable and fast enough in order to per-

form full link collection. The problem is aggravated if the collected data needs to be

analysed in real-time. Therefore it is very interesting to assess the collection and anal-

ysis strains and how that affects to the SLA assessment accuracy. It is our belief, that

even with some errors caused by the lack of collection power, with the proper correcting

algorithms and knowledge about the effects it is possible to infer and react on time over

these problems.

Moreover, even with the imposed limitations, having deterministic boundaries over the

collection and the accuracy in the analysis of the traffic, we still can use cheap software

based collection platforms in several environments (e.g. small networks, or to monitor

specific applications on the edges of the network).

• The second research topic left out of this study is related to the inter-domain analysis.

In this work we have outlined possible alternatives for inter-domain SLA assessment

but they lack the proper validation and detailed studies about the scalability, feasibility

and accuracy of the presented solutions. Related to this, more work is required on tech-

niques to aggregate different metrics. Aggregating metrics such as IPDV or PLR is not

as straight-forward as could be aggregating simple OWDs.

Also in inter-domain, another open issue are the security concerns of publishing internal

status information about the network, even if only publishing metric information it can

violate internal policies of the service provider, transit or access network.

• Third, with the huge increase of new Peer-to-Peer (P2P) platforms emerging in current

networks, and with the new services appearing over them (e.g., IPTV, or P2PTV). It is

becoming more and more relevant to develop new QoS metrics and new mechanisms for

QoS detection, aware of such new paradigm.

This is a challenging problem since in P2P networks a flow is no longer identified by the

typical 5-tuple, now you can receive pieces of information from any peer on the overlay.

Complicating considerably the QoS assessment. Moreover, if we add that the delivered

content usually is video streaming, we end up with P2P aware Quality of Experience

assessment.
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• And the fourth topic left for further research is to complete the initial decoupling of the

network metrics and the SLA assessment as we presented on the last part of the thesis.

Currently it is still necessary to use monitoring points, and therefore we need to collect

and analyse traffic in a distributed manner. Removing this constraint would pose definely

a very good advance in efficient SLA assessment.
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1. Serral-Gracià, R., and Gil, Marisa: A Linux Networking Study, In Operating System

Review, Volume 38 Number 3 (SIGOPS ACM), July 2004.

2. Masip-Bruin, X., Yannuzzi, M., Serral-Gracià, R., et al.:, The EuQoS System: A So-
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8. Serral-Gracià, R., Cabellos-Aparicio, A., and Domingo-Pascual, J.: Network perfor-

mance assessment using adaptive traffic sampling, IFIP Networking LNCS 4982,

252–263, May 2008.
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(UPM), Javier Sedano (UPM), Juan Antonio Fernández (UPM), António Amaral (PTIN),

Carlos Parada (PTIN), Jacinto Vieira (PTIN), Josep Mangues Bafalluy (UPC), Jordi
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