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Abstract—We present a distributed routing algorithm for find-
ing two disjoint (primary and backup) QoS paths that run across
multiple domains. Our work is inspired by the recent intereg in
establishing communication paths with QoS constrains sparing
multiple IP/MPLS domains. In such settings, the routing dedsions
in each domain are made by thdPath Computation Element (PCE).
We assume that the PCEs run a joint distributed routing protocol,
decoupled from the BGP, which enables them to establish effent
paths across multiple domains.

This study makes the following contributions. First, we present
an aggregated representation of a multi-domain network thais
small enough to minimize the link-state overhead, and, at té

A. Ord& X. Masip-Bruir?

This problem, referred to aBroblem 2DR is considered in
the context of the routing model inspired by the recently
proposedPath Computation Elemei(PCE) based architecture
[2]. Our goal is to develop a distributed routing algorithrithw
provable performance guarantees. This will allow to overeo
the limitations of coarse-grained solutions such as thbae t
arise by iteratively solving Problem 2DP on a per-domaindas
[3]. We develop a routing model where each PCE is able to
compute theoptimal primary and backup QoS paths to any
destination. One of the major advantages of our approach is

same time, is sufficiently accurate, so that the PCEs can find that it avoids the well-knowtrap topologyproblems [4].

optimal disjoint QoS paths across multiple domains. Second, we

present a distributed routing algorithm that uses the propsed
representation to find disjoint paths in an efficient manner.
Finally, we consider the problem of finding two disjoint paths

subject to the export policy limitations, imposed by customer-
provider and peer relationships between routing domains. &

show that this problem can be efficiently solved by employing
the concept ofline graphs. To the best of our knowledge, this is the
first scheme fully decoupled from BGP that enables to estalsh

disjoint QoS IP/MPLS paths in a multi-domain environment with

provable performance guarantees.

I. INTRODUCTION

In recent years there has been a significant amount 2

interest in establishing reliable communication path&\v@oS

constraints across multiple routing domains. This effart

facilitated by the current discussion in the Internet comityu

[1] on extending the capabilities of MPLS networks acro
multiple domains, so that multi-domain Label Switched Bat

(LSPs) with QoS guarantees can be established.

As the reliability and resilience to failures is a key comcer

for many applications, several connections will requiriales

lishing primary andbackupLSPs that span multiple domains
In many cases the backup LSPs need to be established toge&(}
with the primary LSPs. This proactive approach enables sim
instantaneous restoration in the event of a failure, which

critical for real-time applications. In order to providedeto-

end performance guarantees, both primary and backup pg

have to satisfy QoS constrains.

Accordingly, in this paper we focus on the problem o

S
h

To achieve scalability and due to security and administeati
considerations, routing domains do not advertise thearival
structure, but rather supply aAggregated Representation
(AR) to the outside world. Accordingly, a key aspect in
the design of distributed routing algorithms is to find an
adequate AR that captures the availability of diverse QdBgpa
across multiple domains. However, there is an inherengtfid
between the accuracy of the representation and the size of th
required data structures. In this paper we consider a gettin
in which a reduced set of neighboring domains are willing
to extend the reachability of IP/MPLS LSPs across their
bqundaries. This enables each domain to provide an accurate
resentation of its traversal characteristics, whiahtuirn,
enables finding optimal disjoint paths across the netwohls T
Iapproach is consistent with that adopted by the IETF PCE
Working Group (WG). The WG has recently stated that its
Sforts will focus on the application of the PCE-based model
within a single domain or within a small group of neighboring
domains, but it is not the intention of the WG to apply this
model to the greater Internet [1].

In this paper we present a novel AR for a multi-domain

network which is small enough to minimize the link-state

&fhead, and, at the same time, is sufficiently accuratibato

the PCEs caoptimallyfind disjoint QoS paths across multiple

domains. Our solution guarantees that the confidentiafity a
administrative limits are respected between domains, (eet-
the internal topology nor the full IGP state of the damsai
an be inferred from their ARs). We also present a distrithute
outing algorithm that uses the proposed representatifindo

establishing two disjoint QoS paths across multiple domairhisjoint paths in an efficient manner

1Department of Electrical and Computer Engineering, Texa&sAUniver-
sity, College Station, Texas.

2Advanced Networks Architectures Lab, Technical Univgrsit Catalonia
(UPC), Barcelona, Spain.

SDepartment of Electrical Engineering, Technion, Isratitnte of Tech-
nology, Haifa, Israel.
This work was partially funded by the European Commissianugh CON-
TENT under contract FP6-0384239 for UPC authors.

Next, we consider the problem of finding two disjoint
paths subject to thexport policy limitations [5], imposed
by customer-provider and peer relationships betweenmguti
domains. It turns out that the standard approach of reptiegen
a multi-domain network by a graph is inadequate for finding
disjoint paths subject to the export policies. However, we
show that the export policies can be efficiently represented



by employing the concept of thine graph We show that drafted by the IETF PCE WG. Our PCE-based routing model
our distributed algorithm can be easily extended for findingfilizes a decoupled control plane for both the computation
optimal disjoint paths that satisfy the export policy coastts. of the 2DP and the advertisement of routing information.
In summary, we present an optimal solution for the multifhis decoupling is two-fold. On the one hand, the PCEs are
domain disjoint path problem both in the general setting agtached from the MPLS switch/routers forwarding the taffi
well as subject to the export policy constraints. For gJaot  On the other hand, the aggregated topology, reachabiiity, a
exposition, we focus on finding link-disjoint paths. Ourukks path state information needed to compute the routing paths
can be easily extended to finding node-disjoint paths bygusiare decoupled from BGP and advertised directly between the
the standard node splitting technique (see, e.g., [6]). PCEs [8]. This approach has two major advantages. First, it
overcomes some of the most important limitations imposed by
o L o BGP [9]. For example, it allows to advertise multiple routes
We begin with a definition of generalcommunication net- e gestination prefix, and to convey path state information
work. A networkis represented by a directed graphiV, £),  ihe routing advertisements, which cannot be done at present
whereV” is the set of nodes anél is the set of links. Each link iy BGp-4. Overcoming these limitations is essential fa t
e € Eis assigned a positivereight w., whose significance onimal computation of disjoint paths between multipletiog
depends on the type of considered QoS requirement. Fymains. Second, this approach can be incrementally degloy
example, when the QoS requirement is an upper bound gRce it can coexist with the legacy IP IGP/BGP routed traffic
the end-to-end delay, the link weight is its delay. In thip@a ¢ jnformation available at the source PCE includes, the

we focus on additive weight metrics, i.e., the weidht(P) <, rce domainDs. a set of inter-domain linkgi™te” and

of a path P> is defined as the sum of the weights of its linksye ARs of the transit and destination domains. In practice,

e, W(P) = p We- the routing across a multi-domain network is governed by the

— Zicc L . .
The goal of QoS routing is to find the best path that Sat'Sf'%§port policies. In particular, the export policies deteren
domain links that the source PCE can use while

a QoS constraint. In this work, we accomplish this goal b[Y1e inter-
rc}%mputing paths for any source-destination pair.

finding a minimum-weight path between the source and t
destination nodes. Clearly, such path has the best perfarena We consider the set of commonly used export policies as
fmmarized in [5]. We assume that, for any two neighboring

with respect to the QoS requirement that is captured by tg
routing domainsD; and D;, one of the three following cases

link weight metric.

A. Multi-domain networks hold: (i) D; is a provider ofD; and D; is a customer oD;;
We denote byD;, ..., D, the set of routing domains in (i) D; is a provider ofD; and D; is a customer ofD;; (iii)

the network. Each routing domaib; is a subgraph of the Di andD; are peers. _ _

underlying networkG. We assume that routing domains are The export policies impose the following constraints on the

mutually node-disjoint. The routing domains that inclutie t forwarding policy.

source and destination nodesandt are referred to a®* and o Suppose thatD; is a customer ofD;. Then, D; can

D?, respectively. A link that connects two nodes in the same forward packets received fromy; to its customers, but

domain is referred to as antra-domain link All other links never to its peers or other providers.

connect different domains and are referred tondsr-domain  « Suppose thaD; is a provider ofD;. Then,D; can for-

links. We denote byE"" the set of the inter-domain links ward packets received frof; to its customers, providers

in the network. A node which is incident to an inter-domain and peers.

link is referred to as @order node The set of border nodes .« Suppose thaD; is a peer ofD;. Then, D, can forward

of a routing domainD; is denoted byB;. packets received fronD; to its customers but never to
In large communication networks, distributing the fulllin its providers or peers.

state informati_c_)n to every node_ in the network is not possibl | ot D;, D;, and Dy, be three domains such thay, is con-

due to scalability problems. With topology aggregatiory-Sunected toD; and D, is connected td);. Table | summarizes

networks, orrouting domains can limit the amount of link e conditions under which; can forward the traffic received

state information advertised throughout the network [7r O f,om D, to Dy,. As mentioned before, computing an optimal

approach is that routing domains supply a short summary Qfjtion for Problem 2DP requires special care when the@bov
the available (disjoint) paths that connect the border safe export policies are considered.

the domain. The efficiency of this approach stems from thie fac

II. MULTI-DOMAIN NETWORK MODEL

that while the routing domains tend to be large, the numbhert D,sacis| D, & a|D;, & a
of border nodes in each domain is typically small. _ tomer of D;, | provider of D;, | peer of Dy,
We denote byA; the Aggregated RepresentatioAR) gz’ Is a CUStC_’C;"ef ?gj Les Xes Les

; i e ; IS a provider ofD; 0 es 0

of the routing domaini. The AR captures the transitiona D, Ts & peer oD, No Yos No

characteristics of the network and can be implemented by =
(small) graph or an array. In this paper we propose an AR that TABLE |
includes several arrays that summarize available routailygp EXPORT POLICIES THE TABLE SPECIFIES THE CONDITIONS UNDER WHICH
between the border nodes of the routing domain. Dj CAN FORWARD THE TRAFFIC RECEIVED FROMD; TO Dy

In order to distribute the ARs of routing domains throughout
the network we take advantage of the architecture recently



B. Problem definition domains to use their multihomed networks more efficiently.
In this work we focus on finding two link-disjoint paths©Once we extend the computation of the paths to an expanded

in a multi-domain network with topology aggregation. Thé'S topology, i.e., not restricting our study to a chain of
first path, referred to as primary path, is used during the domalns, we need to can|der the export policies between do-
normal operation of the network. Upon a failure of a link ifh@ins. This, however, introduces a major challenge. Wiserea
the primary path, the traffic is shifted tdackuppath. In order the chain of domains can be aggregated and represented as
to satisfy the required QoS constraint, we need to minimi#edirected graph, this cannot be done in the presence of the
the weight of both primary and backup paths. Accordingly, wexport policies. To solve this problem we introduce an AR of

consider the problem of finding link-disjoint paths of minim ~ the expanded topology using line graphs.
total weight. In [12] the authors propose two heuristics so that the PCEs

Problem 2DP (2 Link Disjoint Paths): Given a source ©@n solve the problem of finding inter-domain LSPs with low
nodes and a destination node find two link-disjoint (s, t)- €nd-to-end delay. However, this work addresses the compu-
pathsP, and P, of minimum total weightV (Py) + W (P,). tation of only a single path (without a disjoint counterpart

We can use the path with minimum weight as a pril addition, the availability of inter-domain paths is infed
mary path and the second one as a backup path. A refirectly from the BGP routing information. Accordingly,eth
vant problem is to find two path$; and P, that mini- authors do not need to address the issue of finding an AR
mize ma{W (Py), W (P)}. The solution to this problem canthat captures path diversity and the internal structurehef t

achieve a better balance between the delay of the primary &lfnains. _ _
backup path. However, this problemA§P-hard [10]. Several topology aggregation techniques have been pro-

Problem 2DP is a well studied problem. The standaRPsed in the literature (see [7] and referen.cels therejn).
algorithm used for solving this problem is due to Suurbati¢ a  Overall, to the best of our knowledge, this is the first work
Tarjan [11]. However, the existing algorithms were desiyndhat optimally solves Problem 2DP in an expanded multi-
for the case in which the full topology is known to every noddomain IP/MPLS environment, subject to the common export
in the network. Accordingly, the goal of this study is to pice policies. Our contributions can be summarized as follows:
an efficient solution for the case in which only the aggredgate « We propose an accurate AR that captures the path diver-

representation of the network is known. sity and the internal link state of each domain.
« We introduce a distributed routing algorithm that exploits
IIl. RELATED WORK AND OUR CONTRIBUTIONS an AR of the multi-domain network in order to find an

The problem of finding primary and backup paths subject to  optimal pair of link-disjoint paths between the source and
QoS constraints in the context of IP/MPLS networks has been the destination in an efficient manner.
widely studied at the intra-domain level. With the advent of « We provide an efficient method for finding link-disjoint
the PCE-based architecture, a few recent works have started paths subject to the common export policies imposed by
to extend the study of this problem to LSPs spanning multiple customer-provider and peer relationships between routing
domains. In the current IGP/BGP routing context, a major domains.
issue is that the PCE in the source domain has to compute
inter-domain LSPs based on a very limited visibility of the V- GENERAL LINK-DISJOINT PATHS ALGORITHM
topology and state of the network, yielding solutions that a In this section we describe a distributed algorithm for
far from optimal. To cope with this, enriched topologicabdanfinding two link-disjoint paths in a multi-domain network ti
path state information needs to be aggregated and avadabléopology aggregation.
the PCE in the source domain [8]. The distributed algorithm for path computation consists of

In [4] the authors compare the performance of some recenthe three following steps. In the first step, each routing @iom
proposed distributed schemes for disjoint path computati@; computes its ARA;. This computation is performed by
of inter-domain LSPs. They assume that the AS-level pathe PCE of the domain. In the second step, the ARof
was previously computed by BGP at the source domain aadch domainD; is distributed throughout the network. In the
that both disjoint paths belong to the same “chain” of ddhird step, the PCE in the source domain uses the assembled
mains. This approach has two major limitations. First, sgjv representation of the network for computing two disjointhga
problem 2DP restricted to the AS-path selected by BGP whletween the source and the destination nodes.
frequently return paths that are far from optimal. This is The rest of this section is structured as follows. In section
because BGP does not offer any guarantee about the quality\6fA we present our AR. In Section IV-B1 we describe an
the chosen AS-path. Second, when several disjoint LSPs nedgbrithm for computing the AR of a domain. Then, in Section
to be established following the same (or part of the same) AB~B2 we describe an algorithm for computing disjoint paths
path, crankback [3] or even blocking might occur, even thougt the source PCE. Finally, in Section 1V-B3 we describe an
the paths could have been established along the alter#esive algorithm for establishing two disjoirts, ¢)-paths throughout
paths available at the source domain. the network.

In this paper we study a PCE-based architecture that is com- ,
pletely decoupled from the BGP protocol. With this approach- Adgregated representation
the PCE at the source domain is not compelled to chooséNe begin by the description of the AR. The purpose of the
both paths along the same chain of domains. This allows tAR is to summarize the traversal properties of each routing
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Fig. 1. An example of a routing domain. The domain has foudéonodes

(a)

bi,...,bs. The numbers show the weights of the edges.
domain in a way that allows the source PCE to select two )@‘ i @(
disjoint paths of minimum weight. A 100 \B)

1) Aggregation scheme for minimum distancdste prob-
lem of finding a suitable AR that enables efficient computatio
of the minimum weight paths across the network is well

studied in the literature. The natural representation ofuding @»\ 100 A5
domainD; is an array that stores, for each pair of border nodes )@¢ A {\%
b; andb; of D;, the minimum weight of a path betweénand N 2
b;. This representation allows the source node to find optimal &~ 100 3

paths and has the space complexityauf B;|?).

This representation, however, cannot be used for finding
two C_IiSjOint path§ across t.he nej[work.' TO. Hlustrate .thimpo .Fig. 2. The aggregated representation of a routing domajnAcray M/
con5|d_er the routing domain depicted in Fig. 1. In this damal(b) The auxiliary graphV/>* (left) and arrayM,"* (right). (c) The auxiliary
the minimum Wt_a|ght of the path betweén .and b3 anq graph M 13 (left) and arrayM ™ (right).
betweerb, andb, is equal to 3. However, the minimum weight ' !

of two disjoint paths, one betweén andbs and the second .

X . o n an efficient way. We begin by presenting the disjoint path
betweenb, andb, is equal to 103. This shows that additional . ; !
information regarding the disjoint paths that run throupgé t algorithm due to Suurballe and Tarjan [11]. The algorithm

. . . . receives as an input a gragh(V, E'), a source node, and
domain must be included in the aggregated representation L . )
2) Aggregation scheme based on the minimum weight ;hg (igstlnatlon node The algorithm performs the following
disjoint paths: A possible solution would be to keep, for ps: , o
each routing domairD; and for each two pairgb;,b;) and 1) Find a shortest path” betweens and? in G;

(ba by) of D, the minimum weight of two link-disjoint paths ~ 2) Reverse all links in”" and negate their weight;
that connecth; and b, to b, and b,. In addition, we need 3) Find an augmenting shortest paft{’ in the resulting

to keep, for each routing domai®; and for every pair graphG; . . _
(b;,by) of border nodes oD;, the minimum weight of a path %) ;?;%23'_'”"5 that appear i and P" in opposite

betweerb; andb;. This method provides complete information o i , .
about the traversal characteristics of the routing domaider ~ ©) From the remaining links of*" and P”, form two
the assumption that each path enters the routing domain at disioint (s, ?)-paths P, and F.
most once. The main drawback of this approach is that theThe idea of our scheme is to allow the source PCE to
aggregated information does not allow the source PCE to fif@Mpute two disjoint paths in the aggregated environmeat in
two disjoint paths betweenandt in an efficient way. Indeed, Similar way as if the entire network topology were known. To
the most effective method for finding two disjoift, t)-paths that end,A; includes two components. The first component
includes two steps, the first step finds a shortest path-path  allows the source PCE to find a shortest pathbetweens
P’ and the second step finds angmenting(s, t)-path P” of ~andt, while the second component allows the source PCE to
P’. The augmenting patR” may use links of”’ in the reverse find the second patli,. The pathsP, and P, correspond to
direction, which allows to avoid the trap topology problemte pathsP”” and P”, used by the algorithm due to [11].
[4]. This method is employed by the standard disjoint path In particular, the first component ofl; includes array
algorithm due to Suurballe and Tarjan [11], described iritiet ] that contains, for each two border nodgsand b, of
in the next section. However, the aggregation scheme badéd the minimum weight of a path betweén and b;. The
on the minimum weight of disjoint paths inside a domain do&&cond component of; includes a set of3;|(| B;| — 1) arrays
not allow to compute the “augmenting” inter-domain path ifd;" |b; € B;,b, € B;,b; # b}, each array containing
an efficient way. In what follows, we present an alternativie3:|(|B;| — 1) elements. In particular, array/?"' contains, for
aggregated representation that addresses this problem.  any two border nodes, andb, of D;, the minimum weight

3) Aggregation scheme based on the disjoint paths algot a path between, andb, in Dj.’l, WhereDf.’l is a graph
rithm: Let D,(V;, E;) be a routing domain and l€8; be the formed fromD; by inverting links that belong to a minimum
set of border nodes ol;. In this section we present the ARweight path betweeh; andb; and negating their weights.
A; of D;. The main goal in the design of the AR is to allow Fig. 2 graphically presents the aggregated representation
the source PCE to find the minimum weight of disjoint paththe routing domain shown in Fig. 1. The representation we



Algorithm FINDAR (D;, B;): average of 21 IP/MPLS enabled border routers per-domain

Input: offers significant flexibility from a practical viewpoint.
D; - a routing domain, 2) Second step - Computing the minimum weight of shortest
B; - the set of border nodes dp;. paths: We assume that the source PCE has a detailed topology
Output: , of the source routing domain, and in addition, the ARs of the
Ai = M} U{M]" |bj € By, by € Bi} of D; transit and destination routing domains. The source PCE use

this information in order to construct a high-level destop

1 for each two border nodds; andb; of D; do ..
o ' ' of two disjoint paths that connestand+.

il _ in D
2 ;Zpl;)tejs;(o;?j; paify” betweenb; andb, in Dy; We note that while the AR4; of a transit domainD;
e - il captures the path diversity and link-state information/f
4 Construct an auxiliary graphv; formed from D; by the AR of D! captures the same properties, but for the paths
reversing all links ofP)"' and negating their weights between the border nodes 6F and the destination Given
> for each two border nodds; andb, of D; do that the AR of D' follows the same principle as that of any
6 Comp“tiaShO"eSt path” (x y) betweenb, and|  ya it domain, without loss of generality, in our model the
by in D _ destinationt is considered as a border node of the routing
7 M) (@, y) — W (P (2,y)). domainD?. This is motivated by the fact, that in order to find
Fig. 3. Algorithm ANDAR an optimal pair of link-disjoint paths, the source PCE needs

some information about the paths between the border nodes

; T
present is based on the following assumption. of D* and the destination

; } o ; The operations performed by the source PCE are sum-
Assumption 1:A minimum weight path between a source by Algorithm FND2DP that appears in Fig. 4.

node s and the destination node traverses each routing : . ; o
domain D at most once. Algorithm FINDZ.DP begins by constructing an auxiliary graph
§ G'(V’, E’) that includes, for each domaid; of G, the com-

This fact significantly simplifies the construction of an o
. lete graph spanned by the border nodedgf In addition,
aggregated representation. Our methods can be extende%fomgludpes tl?]e sourc)(; domaib® and the set of inter-

deal with settings in which this assumption does not hold. domain links Einte". The purpose of the auxiliary graph is

to summarize the network information available at the seurc
PCE.

1) First step - Computing the Aggregated Representation: Next, the source PCE computes the shortest @athe-
The AR A; can be efficiently computed through Algorithmtweens andt. This is accomplished by assigning for each link
FINDAR that appears in Fig. 3. The algorithm computes, fdb,, b;) that connects two border nodes of the same domain
each pair of border nodds, b, of D;, a shortest patPPj’l D;, the minimum weight of a path betweén and b, and
betweend; andb; in D; and stores the result in array//. finding a shortest path betweerandt in the resulting graph.
Then, the algorithm reverses all links @[L_jvl, negates their The minimum weights of the shortest paths that run through
weights, and computes a minimum weight path between a#gmainD;, are available through array/;.
pair of border nodes in the resulting graph. The minimum Finally, the source PCE computes the second)-path P.
weights of these paths are stored in the arM,\]"l. Since To that end, for each domaif; traversed byP; (i.e., P,
the resulting graph may contain negative weights, we usec@ntains a link that connects border noded®j we perform
modification of the Dijkstra’s algorithm due to Bhandari[13 the following operations. Letb;,b;) be a link in P, that
The computational complexity of the modified algorithm igonnects border nodes 6f; and letD; be the complete graph
identical to that of the original Dijkstra’s algorithm. spanned by the border nodes0f. Then, we set the weights

Finding a shortest path between any pair of border nodesthe links of the subgrap; of G’ according to arra)M,f’l.
requires| B;| invocations of the shortest path algorithm. Thuslhe pathP, is found by applying the shortest path algorithm
computing the ARA; of D; requiresO(|B;|®) invocations on the resulting graph.
of the shortest path algorithm. Therefore, the computation The computational complexity of AlgorithmiRD2DP is
complexity of computing the AR (| B;|*(|V;|log|Vi| + O(|V’|1log|V'| + |E’|), whereV’ and E’ is the set of nodes
|Ei])). The size of the aggregated representatio®(§5;|*). of the auxiliary graphG’(V’, E’). Again, since the auxiliary

To derive a practical estimation of the size of this AR, let ugraph contains negative weights, we use the algorithm due
compare this latter against the number of active entriehén tto Bhandari [13] for finding shortest paths @. The setV’
BGP Forwarding Information Base (FIB) of the border routerigcludes all nodes in the source routing domain and the lborde
in a Tier-1 ISP. At present, these border routers have aroumedes of all transit domains and the destination domain. The
2x10° active entries in their BGP FIB [14], and this scale doeset £’ includes all links in the source domain, the set of inter-
not represent an issue for the routers. In our case, an ARd®main links and, in addition, a link between any two border
21 border routers on average per-domain (i.e. approxignatelodes of the same domain.

[2x10°]'/4) represents the same load as operational routers3) Third step - establishing QoS path# the third step,
have nowadays in a Tier-1 ISP. It is worth recalling that ouhe source PCE sends the patfsand P, to every routing
proposals apply to a reduced set of neighboring domains, at@mainD; traversed by these paths. At each domain, the PCE
that they can be incrementally deployed. In this scenano, & responsible for establishing the portions of the digjpaths

B. Disjoint path algorithm



Algorithm FIND2DP (E™ter, L A;}):
Input:
Einter _ g set of the inter-domain links,
For each routing domai;
Ay = {M}U{M]" |b; € B;, b € Bi} -
The aggregated representation [of.

Output:

An auxiliary networkG’(V’, E’) and two pathsP; and P,

in G'.

1 VI —V(D*)U{B,; | D; € G}
2 B — E(Ds) U Einter (b)
3 for each routing domairD; of G do : 100
4 for each two border nodds; andb; of D; do ) ; - -1‘ . ‘7
5 E' — E" U (bj,by); §°~5\ W 3° )@
6 W(bj,by) <*1\4{(371) - oo+ 1 —(0 zmoﬂ ./\
7 Find a shortest patf; betweens and¢ in G/ (V’, E’) ~— )
8 Reverse all inter-domain links and links that belongiié

in Py and negate their weight ©
9 For each routing domai; of G' exceptD*do ® 100 > 5— =) 100 o
10 if P contains a link(b;, b;) that connects border nodgs 11 O >0 1 ® & , -G

of D; then ®(1 4\®' 1 p 1 >®

11 for each two border nodds, andb, of D; do 1 1°°1 100 &4 (62
12 Wby, by) < M;”(x,y) )
13 Find a shortest patf» betweens and¢ in G'(V', E").

Fig. 4. Algorithm FND2DP Fig. 5. An illustrative example: (a) The underlying commaation network
with two transit domaing); and D». (b) The auxiliary networkG’ (V’/, E’)
with weights assigned according to arrayf and M. (Two directed links

that run through these domains. We consider the followirydth identical weights are represented by a single unditedink) (c) The
cases auxiliary network G’(V’, E’) with weights assigned according to arrays

Mf’6 and M28’9. (d) Two disjoint paths in the underlying network.
1) DomainD; is traversed by patl#; and is not traversed
by P.. In this case, letb;,b;) be the link in P, that
connects the border nodes @f;. Then, link (b, br)
is substituted by the patE?j’l computed at Line 2 of
Algorithm FINDAR.
2) DomainD; is traversed by patl®?, and is not traversed
by Pi. In this case, each linkp;, b;) € P» that connects
the border nodes ob; is substituted by the pat#’/"

nodesbs and bg of routing domainD; and node$g and by
of routing domainD,. The weight of theP; is 11. Next, the
source PCE turns to compute pafh. To that end, the same
communication network is used, but the weights are assigned
according to arrayd/:® (for D;) and M3 (for D,, see Fig.
5(c)). The shortest path in this network is marked by the bold
. . lines and includes nodeés andbs; of routing domainD; and
computed at Line 2 of Algarithm DAR. nodesb; and by, of routing domainD,. The weight of path
3) DomainD; is traversed by both path8; and 1. Let  p s 905 Finally, the source PCE sends the two disjoint paths
(bj,b;) be the link inP; that connepts the border no_de§31 and P, to the PCEs of the routing domait3, and Ds.
of ;. Then, we perform the following oezleratmns. FIrStThe PCE of the routing domaif, substitutes the two links
link _(bj,bl) is subs_tltuted by the patt®” computed (b3, b) and (b, bs) of D; by two disjoint paths{bs, bs} and
at Line 2 of Algorithm ENDAR. Second, each I_mk {bs,v1,v2,bs}, while the two links(bs, by) and (b7, bio) of
(bz,by) € P> that connects the border nodes Df is D, are substituted by two path$r, by} and {bs, v3, v1, b1o}.

substituted by the patR; (x, y) computed at Line 6 of The two disjoint paths in the original network are depicted i
Algorithm FINDAR. Finally, all links of D; that appear Fig. 5(q).

in P/" and P/"'(x,y) in opposite directions are omitted
from both P! and P7! (2, ). D. Correctness proof

, In this section we prove that the presented algorithm finds
C. lllustrative Example two optimal paths betweenand.

Fig. 5 presents an illustrative example of our algorithm. Theorem 1:If Assumption 1 holds, then the proposed al-
The underlying communication network, depicted in Fig.)5(agorithm finds two disjoint paths betweenandt¢ of minimal
contains source domaifR® and two transit domaind); and total weight.

D-. Fig. 5(b) depicts the auxiliary network’ constructed by Proof: Suppose that the full topology of the communi-
Algorithm FIND2DP with link weights assigned according tacation networkG is known. In this case, we can apply the
the values of arrays/; and M. This auxiliary network is algorithm due to [11] (as described in Section IV-A3) to find
used by the source PCE to compute the shortest path betweem disjoint paths of minimal weight. LeP’ and P be the
the source and the destination nodes. The shortest pattpashs identified in Lines 1 and 3 of this algorithm, respetyiv
marked in Fig. 5(b) by the bold lines and includes bordéthe correctness of the algorithm implies tieét P’)+ 1V (P")



is equal to the minimum weigh of a shortest path betweenD; — D, — D4 — D5 — D that belongs to the network

andt. is not allowed by the export policies. We conclude that the
Next, we show that for path®, and P, identified by the graph that depicts the connectivity among multiple domains

Algorithm FIND2DP, it holds thatiW(P;) < W(P’) and depicted in Fig. 6(a), is not adequate for computing optimal

W(Py) < W(P"). This is sufficient to prove the correctnespaths subject to the export policies.

of the algorithm. Indeed, in Step 3 (presented in Section

IV-B3) of the algorithm we useP, and P, to establish two A- Line graphs

link-disjoint (s, t)-paths that will be expanded by the traversed In order to efficiently find paths subject to export policies,

domains. It is easy to verify that the total weight of theve use the notion of théine graph The rationale for this

resulting paths is equal to the total weight Bf and P. is that line graphs are able to capture the transit propertie
We proceed to show thal’(P;) < W(P’). We note that between the ingress and egress links of domains.

path P’ can be divided into subpathB],..., P/ such that Definition 1 (Line Graph):Let G(V, F') be a communica-

P| connectss to a border node oD?®, P/ connects a border tion network, Dy, ..., D, be the set of routing domains in

node of D' to ¢ and for2 < i < h — 1, P/ either includes G, where D* = D; is the source domain an®! = Dj

an inter-domain link or a link that connects two border noddse the destination domain, ang™**" be the set of inter-

of a routing domain. We also note that the auxiliary networtomain links. Then, the line grapf(V, E) of G is a graph

G'(V’, E') includes all links of the subpatf; and also all constructed as follows:

subpaths; that include inter-domain links. Further, all links 1) For each inter-domain link; € E™* in G add a

of these subpaths have the same weigltt'iras in the original corresponding node; to V.
network. For each subpath of P’ that connects border 2) For each routing domai®;,1 < i < k, and for each

G'(V’, E') contains a link whose weight is less than or equal

to W(P/). SinceP; is a minimum weight path iz’ (V', E'),

it follows that W (P) < W (P"). : .
Finally, we show thati¥(P,) < W(P"). Let G be the 3) Add special nodes and. o

resulting graph after executing Line 2 of the algorithm doe t 4) FOr each inter-domain link; incident to the source

[11] (as presented in Section IV-B3). We note that pAthcan routing domainD* add a link betweers and the node

be divided into subpath®;’, ..., P}’ such thatP}’ connectss 0; in G that corresponds te;. o
to a border node ob*, P’ connects a border node &F to ¢ 5) For each inter-domain link; incident to the destination

and for2 < i < h—1, P/ either includes an inter-domain link routing domainD" add a link between the nodg in G

or connects two border nodes of the routing domain. We also ~ that corresponds te; andt.

note that the auxiliary network’ (V’, E) includes all links ~ Fig. 6(b) depicts the line graph of the multi-domain network
of the subpaths that traverse the source routing domains 4hat appears in Fig. 6(a). In this figure, the node corresipond
all subpaths?/” that include inter-domain links and these link$o a link between routing domains; and D; in ' is denoted
have the same weight asdh For each subpatk” of P that DY @i ;. _

connects border nodés andb; of a routing domainD,, the ~ Let P be an (s,¢)-path in G and let D* =

— Add a link (9;,9;), wherev; and ¢, are nodes in
G that correspond te; ande;, respectively.

auxiliary networkG’(V', E') contains a link whose weight is D1, Dz, ..., Dy = D' be the set of routing domains traversed
less than or equal t&l/(P;’). Since P, is a minimum weight by P. We say that patt? = {3,012, 02,3, ..., Op—1,n, 1} I
path inG’(V', E’), it follows thatW (P,) < W (P"). m G correspondgo P. The following proposmon follows from
the construction of the line grapH.
V. EXPORT POLICIES Proposition 2: Let P, and P, be two link-disjoint paths in

In this section we discuss the problem of finding twé:- Then, the two corresponding pattty and P, in G are
disjoint paths in the network in the presence of export jiedic node-disjoint.
The main challenge posed by the export policies is that theFor example, suppose thaf’ traverses routing do-
availability of the link for a particular connection depanoh mains D*, D3, Dy, D5, D* and P, traverses routing do-
the previous hop. As a result, the standard representafionmgins D* D27D4;DG7Dt Then, the two corresponding
the network in the form of a graph is no longer adequaRgths in G, P {8,013, 03.4,045,05,7,1} and P, =
for routing purposes. For example, consider the multi-domat 3, 91,2, 02,4, 04,6, U6 77t} are node-disjoint.
network depicted on Fig. 6(a). In this network); is a
customer of bothD, and Ds: D- is a customer ofD; and B- Modified line graphg/; and G
Dg; Dy is a provider of D3 and Dg; D> is a peer ofDy, As mentioned above, the export policies prohibit certain
and D4 is a peer ofDs. The export policies specified inpaths between routing domains. In order to take into account
Table | allow the following paths betweebR; and D7: (a) these policies, we introduce several modifications to the li
Dy — Dy — Dy — D¢ — D7; (b) D1 — D3 — Dy — graph. First, we replace each undirected link that connects
Ds — Dz; (¢) Dy — D3 — Dy — Dg — D7. Note the nodes inG by two directed links in opposite directions. Then,
every link of the network is included in one of these path$or each directed link in the resulting graph we check whethe
Thus, pruning a link from the network will result in omittingit can be used under the export policies specified in Table I,
one of the feasible paths from the network. However, the pathd if not, the link is removed from the graph. We denote



(0} ;,07;) is set to be the weight of the corresponding
inter-domain link betweerD; and D; in the original
network G.

2) We replace the special nodeand all links (3, 0{ ;)
incident to 3 by the source routing domaim?, such
that each nodé} p incident tos in G coincides with the
corresponding border node &f* (i.e., the border node

of D? incident to the inter-domain I|nk that corresponds
to (Ul 10 ’U%z))

The resulting graph is denoted ly,. Fig. 6(d) depicts
graph G, that corresponds to the multi-domain network de-
picted in Fig. 6(a). It is easy to verify that for any two link-
disjoint pathsP, and P in G the corresponding paths, and
Py in Go are also link- disjoint.

The links of G5 can be classified into three groups. The
first group includes link$o; ;, 97 ;) represent the inter-domain
links in the original networiG ‘The second category include
links (92 05 5,07, !,) that represent paths through transit routing
domains. Such links are referred to asss-domainlinks.
Finally, the third group includes the links that belong te th
source and destination routing domains. For example, in Fig
6(d), links (97 3, 07 3) and(0] 4, 7 ¢) correspond the the inter-
domain links inG that connect domain®; to D3 and D,
to D, respectively. In addition, the link$o7 5,03 ,) and

~2 ~1 - A . .
. . . . . 05 4,05 ¢) IN Go are cross-domain links that represent paths
Fig. 6. (a) Mult-domain network. The lines represent thenrgectivity (034, 04.6) 2 P P

between domains. For examplB, is connected tds, and Dy is connected through domaing); and Dy, respectively.
to Ds. The directions of the links show the relationship betwédendomains. L .
For example,D; is a customer ofD3, while Dy is a peer ofDs. (b) The C. Disjoint path algorithm

corresponding line graph with two special vertigeandt. (c) GraphG, . (d) L . .
GraphGs. The disjoint paths algorithm in the presence of export

policies is an extension of the distributed algorithm prese
. ) a2 in Section V. In particular, the first step (AlgorithmNbAR)
the modified line graph byG:(Vi, E1). Fig. 6(c) depicts remains the same and only minor and straightforward modi-
the modified line graptG; that corresponds to the networkfications are needed for the third step of the algorithm. For
depicted in Fig. 6(a). Note that linfd; 4, 04,5) is omitted from  {he second step, we use AlgorithmnB2DP-EP, presented
G becauseD, is a peer domain of bott, and Ds, hence in Fig. 7 that performs operations on the modified line graph

it cannot forward packets fromv; to Ds. X Gs. Thus, the line graphty, should be constructed prior to
We summarize the properties of the line gragh in the the application of the algorithm.

following proposition. R The algorithm uses the following definitions For each
Proposition 3: Let P be a(s,t)-path inG and let” be a cross- domain ||nk(vw,v ) we denote by’ (07, 0 o},) and

corresponding s, )-path inG. Then, if P can be used under¢” (o7, 05 ) the inter- domain links inG that correspond to
the export policies listed in Table I, the pafh also belongs nodeSUU and 0j, . in the Iine graph respectively. We also
to G;. Further, for each(s, #)-path P in G, there exists a denote byz(o2 0 5,05 k) andy( o7 5,0 )the border nodes ab;
corresponding patl® in G that satisfies the export policies. incident to linkse’ ( 07,05 ,) and e”( 075,05 1) respectively

In this section, we adapt the algorithm presented in Sec-The algorithm begins by assigning to each cross-domain
tion 1V for finding link-disjoint paths that satisfy the exgio link (@,L?j,@]l._k) of G5 the weight equal to the minimum
policies. To that end, we take advantage of the modified liggeight of a path between the border nod§(§2 , A}k) and
graphG described before. y(vu, Jlk) of the routing domainD; that corresponds to

As discussed above, for any two link disjoint patfs ;2 .’, o!,). The minimum weights of the shortest paths are

corresponding path}s?l and P, in Gy. Moreover such paths weight (s, 7) path P; in Gg, WhICh corresponds to the min-

are node-disjoint. Since the algorithm presented in SBCtlﬂn m weiaht of a(s.#)-path in (@ that satisfies the export
IV finds two link-disjoint paths we need to introduce thepoijicre\sN 9 (s.2)-p n @ salisties xP

following modifications toG; in order to take advantage of Next, for each cross-domain mk}g Al .) € P1 we perform

this algorithm. the following operatlons LeD; be the routing domain that
1) We split each node; ; in G mto two nodes); ; andd?;, corresponds t¢o7;, Note that due to Assumption 1 path
connected by a |II’1K1)L iy 2 ), such that all links into P, traverses each domain at most once. Then, we assign the

(out of) 9; ; are now |nt0v1 (out of 2 ;). The weight of - weight of each cross-domain Iir(k;zj, ]w) that corresponds



Algorithm FIND2DP-EP(G3, {4;}):
Input:
G5 - the modified line graph ofs;
For each routing domai;
A; = {MyU{M?" |b; € B;,b € B} -
The aggregated representation [of.
Output:
Two pathsP; and P in Go.

for each cross-domain linko7;, 4}, ) of G2 do
w(ﬁfj,ﬁ]lk) — M]/(x(@22]7 671)@)7 y(@fj , f)]lk))
Find a shortest pati?, betweens and{ in Go

T — m(@?j, f)jlk)

Y1 — 9(61'2‘7'7@]1'16)

We present an optimal solution for the multi-domain disjoin
path problem both for the general setting, as well as subject
to theexport policiesmposed by customer-provider and peer
relationships between routing domains. Our approach can be
easily extended to accommodate changes in the existingtexpo
policies. Our algorithms can be used in many practicalregsi
in particular, when high-quality primary and backup QoS ESP
need to be established across a reduced set of neighboring
domains.

For future work, we plan to investigate additional ap-
proaches that aim at balancing the intrinsic tradeoff betwe
the scalability of the aggregated representation of a multi
domain network and the optimality of the resulting LSPs.
We have also plans to address the load balancing and traffic
engineering issues related to establishing disjoint Qafspa

1
2
3
4 for each cross-domain Iinkﬁfj,@;k) € P do
5
6
7

for each cross-domain linki? ., o1

2;» 05, that corresponds
to domainD; do

T9 — a:(f)gj, 6,71'11))
9 y2 — y(82,,01,) [%]
10 Wiz g1y MUY (22, y2) [2]
zj’ " wk
11 Find a shortest patf> betweens and in G (3]

Fig. 7. Algorithm FND2DP-EP
(4]

to D; (including (7,

wherex; = x(ﬁ?j,ﬁ;k), = y(ﬁ?j,@;k), XTo = x(@zj,ﬁjl-w), [5]

andy, = y(02;,0},). This operation correspond to lines 11

and 12 of Algorithm FND2DP. 6]
Finally, the source node sends the paths and P, to  [7]

every routing domainD; traversed by these paths. At each

domain, the PCE expands every cross-domain linkPoaind

P, into an intra-domain path by using the methods describeg;

in Section 1V-B3.

The following theorem summarizes the correctness of the
algorithm. [9]
Theorem 4:The proposed algorithm finds two disjoint
paths betweerns and ¢ that satisfy the export policies at[1q)

minimum possible weight.
Proof: The proof follows the same lines as that oLl]
Theorem 1. Due to space constraints, the details are omitt (]:1
m [12]
The computational complexity of the algorithm presented
in this section is similar to that of the algorithm presenited [13]
Section IV.

,81,,)) according to arrap/; V! (22, ),

[14]
VI. CONCLUSIONS ANDFUTURE WORK

This paper presents a distributed routing algorithm for
finding two disjoint (primary and backup) QoS paths across
multiple IP/MPLS domains. Our algorithm can be employed
by a PCE-based architecture and work completely decoupled
from the BGP protocol. We have developed an aggregated
representation of a multi-domain network that captures the
path diversity and the link-state characteristics of titapeths
that run across different routing domains. This represiemta
is used by the distributed routing algorithm, allowing each
PCE to efficiently compute two disjoint QoS paths (2DP) for
any source-destination pair.

in a multi-domain environment.
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