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ABSTRACT
WLAN devices based on CSMA/CA access schemes have
become a fundamental component of network deployments.
In such wireless scenarios, traditional networking applica-
tions, tools, and protocols, with their built-in measurement
techniques, are usually run unchanged. However, their ac-
tual interaction with the dynamics of underlying wireless
systems is not yet fully understood. A relevant example of
such built-in techniques is bandwidth measurement. When
considering WLAN environments, various preliminary stud-
ies have shown that the application of results obtained in
wired setups is not straightforward. In this case, the con-
tention for medium sharing among multiple users inherent to
CSMA/CA access schemes has remarkable consequences on
the behavior of and results obtained by bandwidth measure-
ment techniques. In this paper, we focus on evaluating the
effect of CSMA/CA-based contention on active bandwidth
measurement techniques. As a result, it presents the rate
response curve in steady state of a system with both FIFO
and CSMA/CA-based contending cross-traffic. It also re-
veals that the distribution of access delay shows a transient
regime before reaching a stationary state. The duration of
such transient regime is characterized and bounded. And
it also shows how dispersion-based measurements that use a
short number of probing packets are biased measurements of
the achievable throughput, the origin of this bias lying on
the transient detected in the access delay of probing packets.
Overall, the results presented in this paper have several con-
sequences that are expected to influence the design of band-
width measurement tools as well as to better understand the
results obtained with them in CSMA/CA links.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Measurement Tech-
niques

General Terms
Wireless, Measurement, Performance

Keywords
Bandwidth measurements, Wireless, Achievable Through-
put

1. INTRODUCTION
WLAN devices have become a fundamental compo-

nent of network deployments. They can be found in sce-
narios that range from simple single-hop home networks
to complex mesh-like multi-radio multi-hop infrastruc-
tures. In such wireless scenarios, traditional network-
ing applications, tools, and protocols, with their built-
in measurement techniques, are usually run unchanged
over wireless links. However, their actual interaction
with the dynamics of underlying wireless systems is not
yet fully understood.

A relevant example of such built-in techniques is band-
width measurement. Its interest is exemplified by the
many applications found in the literature, including con-
gestion control algorithms [29, 30, 31, 34], overlay rout-
ing [32], dynamic server selection [33], and inter-domain
path monitoring [25], among others. As a result, band-
width measurements have become a mature research
topic with well-developed results both at a practical
level (e.g. [1, 19, 20, 21, 22, 25, 26]) and, lately, at a
more fundamental level [15, 16]. However, most results
have been obtained in wired environments.

When considering WLAN environments, various pre-
liminary studies have shown that the application of these
results is not straightforward ([2, 3, 28]). The main rea-
sons for this reside in the assumptions taken to develop
bandwidth measurement models and tools. In fact, tra-
ditional active bandwidth measurement techniques as-
sume a single bit-carrier multiplexing several users in
FIFO order (e.g. [1]). But, when applied to WLAN en-
vironments, this fundamental assumption does not hold
any longer. In this case, the contention, among multiple
users, for medium access inherent to CSMA/CA access
schemes has relevant consequences on the behavior of
bandwidth measurement techniques[3].
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In this paper, we focus on evaluating the effect of
CSMA/CA-based contention on active bandwidth mea-
surement techniques. As a consequence, the results and
conclusions derived not only apply to wireless environ-
ments, but also to any CSMA/CA-based system (e.g.
PLC). Other effects appearing as a consequence of wire-
less channel impairments are not dealt with in this pa-
per.

Furthermore, this paper uses an analytical framework
that better accounts for the particularities of CSMA/CA
links. The results of applying this framework are val-
idated through extensive experimentation and simula-
tion.

In short, the contributions of the paper follow:

• It presents the rate response curve in steady state
of a system with two types of cross-traffic, one
sharing the queue with probing traffic and the other
contending for access with it.

• It reveals how the distribution process describing
the access delay (i.e. the time it takes to transmit
probing packets in a CSMA/CA system) is not the
same for the whole probing sequence. Instead, the
distribution shows a transient regime before reach-
ing steady-state. The duration of such transient
regime is characterized and bounded.

• It shows how using dispersion-based measurements
to infer steady-state bandwidth metrics may suffer
of deviations, specially when the number of prob-
ing packets is short. The origin of the deviations
lies in the transient regime detected.

The results presented in this paper have several con-
sequences that transcend its scope. First, we extend
previous studies [?], showing that tools designed to mea-
sure available bandwidth in wired environments in fact
measure achievable throughput in CSMA/CA links. Sec-
ond, we show how the packet pair technique [26], widely
used in the wireless mesh routing literature [24], con-
stitutes a biased measure of the achievable throughput.
Third, we introduce a simple yet effective method to im-
prove the accuracy and convergence properties of band-
width measurement tools based on a previous charac-
terization of the transient regime. Interestingly, this
method not only improves measurements in wireless sce-
narios but also in wired ones.

Furthermore, we follow a packet-based (i.e. network-
layer) approach in which no knowledge of lower layer
details are assumed. This approach is taken to not
limit the applicability of our findings to restricted paths.
Overall, these contributions are expected to help build
tools that better take into account the characteristics
of CSMA/CA links.

Even though they can be expected to happen, the ex-
istence and impact of transient-states when probing a

system with trains of packets has not been extensively
considered. An exception to this is [16] where the au-
thors characterize, analytically, the transients present
in a FIFO queue with constant service rate and bursty
cross-traffic. Following the framework developed in [16],
we extend it to consider also transients present in CSMA/CA
systems. Additionally, our findings are validated by
means of simulation and experiments over a WLAN
testbed.

The rest of the paper is organized as follows. Sec-
tion 2 presents the current state-of-the-art in bandwidth
measurement in CSMA/CA links. Section 3 introduces
the approach to CSMA/CA links used along the pa-
per and provides a complete steady-state rate response
curve describing CSMA/CA links. Section 4 studies
the transient regime of the access delay of active prob-
ing packets traversing a CSMA/CA link. Sections 5
and 6 introduce the analytical framework used to study
the impact of the transitory regime and use it to de-
rive its consequences on bandwidth measurements over
CSMA/CA links. Section 7 discusses the consequences
of the findings of the paper while section 8 concludes
the paper. Finally, the appendix A describes the tools
that have been used to validate the results.

2. BACKGROUND
The rate response curve [14, 15] is one of the basic

models used in bandwidth measurement literature to
characterize network paths. It essentially describes the
relation between the input rate (ri) and output rate (ro)
that a flow observes when traversing a network path.
Multiple bandwidth measurement tools, specially those
related to measuring the available bandwidth, are based
on the rate response model of a FIFO queue. Such
model places fluid assumptions on the cross-traffic that
traverses the same FIFO queue as the probing flow and
states the following relation,

ro = min(ri, C
ri

ri + C −A
) =

{
ri ri ≤ A
C ri

ri+C−A ri ≥ A
(1)

where C is the capacity or rate at which data is sent
and A is the available bandwidth i.e. the part of C that
is not being used. Further, in [15], the authors show
how the rate-response curve of a FIFO queue is an accu-
rate description of the expected interaction between the
probing traffic and the cross-traffic when the system is
in steady-state. However, they show how the first pack-
ets of a probing sequence are not in such steady-state
conditions which may lead to measurement errors.

Recent literature related to bandwidth measurement
in wireless networks [3, 5, 28] has reported that existing
tools that aim at measuring the available bandwidth are
not accurate. Many of these measuring tools have been
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designed following the rate response model of the FIFO
queue. However, as shown in [28], the rate response
curve for an IEEE 802.11 system differs from that of a
FIFO queue. The main reason behind this is the pro-
tocol used to access the medium, the DCF, that uses
a CSMA/CA mechanism to regulate medium access
between contending stations. Under the DCF mech-
anism packets from different stations are not scheduled
in FIFO order, thus breaking the assumption taken in
(1).

In order to formulate a rate response curve describ-
ing WLAN links, researchers have identified the need
to use different bandwidth metrics to describe their be-
havior. In particular, the authors of [4] propose using
the achievable throughput metric, however they provide
an empirical definition to be used in IEEE 802.11 based
links. Further, the authors of [28] propose the use of
the concept of fair-share related to the functionality of
the system in backlog.

Here we inherit the same term from [4] but propose,
alternatively, the following definition of the achievable
throughput B,

B = sup{ri :
ro
ri

= 1} (2)

The reason behind using this definition will be made
clear later but notice, in advance, that in (1) the achiev-
able throughput B corresponds to the available band-
width A.

Now, with the achievable throughput metric, the au-
thors of [28] propose the following rate response curve
to describe the behavior of a probing flow that contends
for channel access in an IEEE 802.11 system.

ro = min(ri, B) (3)

In this case the achievable throughput corresponds to
the fair-share portion of the capacity that the probing
flow can get when contending for channel access with
other wireless stations. Note that, according to (3),
the available bandwidth can only be detected when it
coincides with B, and this does only happens under
certain conditions in a CSMA/CA system.

In order to illustrate all this consider the experimen-
tation result depicted in figure 1. The figure plots the
rate response curve describing the interaction of a prob-
ing flow contending for channel access with another
flow1. The figure also shows the evolution of the cross-
traffic throughput for each probing rate. As it can be
seen, when the cross-traffic starts experiencing a de-
crease in its throughput, that is, when the probing traf-
fic arrives at the available bandwidth (∼2Mbps), the
rate response curve shows no sign of deviation. Instead,
1In order to obtain the rate response curve we use long prob-
ing trains (>10000 packets) and evaluate it in steady-state
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Figure 1: Experimental steady-state rate re-
sponse curve of probe traffic in a WLAN set-
ting versus throughput of cross-traffic flow.
C=6.5Mbps, A=2Mbps, B=3.4Mbps (tesbed)

the rate response curve flattens when the probing rate
reaches the fair-share (∼3.5Mbps) that it can get from
the wireless medium. This fair-share corresponds, in
fact, to the achievable throughput defined above.

The present paper completes this analysis taking two
basic observations of the system. First, we notice that
cross-traffic may not only appear in the access but can
also share transmission queue with probing traffic. Sec-
ond, we show that in a CSMA/CA access the interaction
between probing traffic and the system presents a tran-
sient in the delay to access the medium. This transient
is not present in (wired) FIFO systems and produces
different deviations than those described in [15].

2.1 Validation Setup
The study presented in this paper is based on theoret-

ical analysis, simulation and experimentation. In order
to validate our model we have reproduced the model
(figure 2) in a testbed, simulator (NS2) and a Matlab
queing simulator (see figure 14). The interested reader
can find all the details at appendix A. It is worth noting
here that unless noted otherwise, the results presented
in this work have been obtained from repeating exper-
iments over 80 times while the simulations have been
repeated 25.000 (NS2) to 70.000 (Matlab) times. Fur-
ther, the cross-traffic generated follows a Poisson distri-
bution.

3. RATE RESPONSE CURVE IN STEADY
STATE: COMPLETE PICTURE

3.1 Model of a WLAN link
A considerable part of bandwidth measurement stud-

ies over wireless networks consider only the inter-relation
between the probing flow and the access to the wireless
medium. However, one should also consider the pos-
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Figure 2: Experimental/simulation scenario

sibility that the station that is being used to measure
is also transmitting data at the same time. In such
a case probing packets would be sharing the transmis-
sion queue with such traffic before entering contention
for channel access. Then, the probing flow can interact
with cross-traffic in two differentiated manners when it
traverses a WLAN link. Figure 3 illustrates this.

Figure 3: Model of the interaction between
probing traffic and cross-traffic in a WLAN sys-
tem

On one side the probing flow shares the transmission
queue with cross-traffic that the wireless station sends
at the same time. We refer to this type of cross-traffic
as FIFO cross-traffic throughout the rest of the paper.
On the other side, once a probing packet is at the head
of the transmission queue it has to contend for chan-
nel access with the contending cross-traffic from other
wireless stations.

The interaction between probing traffic and contend-
ing cross-traffic is not considered at a bit or packet per
second perspective. From the perspective of this paper
we consider that there is a ’virtual scheduler’ (S in the
figure) that regulates channel access (in the context of
the paper it follows a CSMA/CA mechanism). As will
be further developed later, we are interested in knowing
the characteristics of the access delay of probing pack-
ets. That is, the delay since they are at the head of the
transmission (FIFO) queue until they are completely
transmitted (i.e. scheduling + transmission time).

3.2 The rate response curve in steady state
This section extends the rate response curve of a

CSMA/CA system to account for both types of inter-
action between the probing flow and cross-traffic de-
scribed above.
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Figure 4: The complete picture

Equation (3) shows that the fair-share that the prob-
ing traffic can get out of the wireless medium constitutes
a limiting bound to its transmission rate. The interac-
tion between FIFO cross-traffic and the probing flow,
reduces then, in steady-state, to a FIFO interaction as
described in equation (1) but with the fair-share acting
as the bandwidth to share between probing and FIFO
cross-traffic flows. The following expression describes
this interaction and constitutes the rate response curve,
in steady-state, of the system considered.

ro =

{
ri ri ≤ B
Bf

ri

ri+ufifoBf
ri ≥ B

(4)

In this expressionBf represents the achievable through-
put that the probing flow would get if there is no FIFO
cross-traffic and ufifo is the mean portion of time that
the FIFO cross-traffic is using the system. Further, the
achievable throughput B can be expressed here as,

B = Bf (1− ufifo) (5)

Figure 4 is an experimental illustration of expression
(4). The plot shows how the rate response curve starts
deviation when the aggregate FIFO cross-traffic and
probing traffic achieve the fair-share that the wireless
station can get out of the wireless medium. After that,
as the probing traffic increases its throughput it gains
presence in the FIFO queue in detriment of the FIFO
cross-traffic.

4. TRANSIENT-STATE BEHAVIOR OF THE
ACCESS DELAY

This section analyzes the characteristics of the access
delay process describing the time that packets wait at
the head of the FIFO transmission queue until they gain
channel access and are completely transmitted. For this
study we remove any fifo cross-traffic from the proposed
model and focus, strictly on the interaction between

4



probing traffic and the contending. Figure 5 illustrates
the scenario considered here.

Figure 5: Model of the interaction between
probing traffic and (contending) cross-traffic in
a WLAN system

The access delay in CSMA/CA based systems has
been repeatedly studied in the literature. Indeed, dif-
ferent researchers have analyzed its exact distribution
using using Markov Chains [6, 9]; others show how the
exponential distribution provides a good fit [7]. All
these studies focus on modeling the steady-state dis-
tribution of the access delay. However, in general, ac-
tive bandwidth measurements are gathered using prob-
ing trains of a limited number of packets in order to
limit intrusiveness. As a consequence, for the purpose
of this work, we are interested in analyzing how the ac-
cess delay evolves over time as an increasing number of
packets are sent. In other words, we are interested in
the transient-state behavior of the access delay in the
system we are considering.

In order to illustrate this evolution first consider the
following experiment: using NS2 we send 1000 probe
packets at a given rate (5Mbps) and with a given load
of contending cross-traffic (4Mbps). We have repeated
the experiment 25000 times and, for each probe packet
(indexed from 1 to 1000), we compute the distribution
of the access delay individually (considering all the rep-
etitions).

Figure 6 plots the average access delay that each one
of the first 150 packets observes. The figure shows how
the average access delay perceived by the first packets
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Figure 6: Mean access delay vs. Probe packet
num (simulator)
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and 500th packet (simulator)
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is lower than for the rest of them. This suggests that,
in fact, the distribution of the access delay changes as
more probe traffic keeps on arriving to the WLAN link.
In order to verify this hypothesis, figure 7 plots the his-
togram of the access delay as seen by the first probe
packet and by the 500th. As the plot shows, the distri-
bution changes significantly. The main reason behind
this is that as new probing packets keep on arriving they
keep on increasing the load of the network until reach-
ing a steady-state of interaction with the (contending)
cross-traffic.

To further illustrate this we use the well-known Kolmogorov-
Smirnov2 (KS) goodness-of-fit test [17]. This statistical
test is used to compare the resemblance of the delay
distribution suffered by every probing packet starting
from the first one, and the delay distribution once prob-

2Since we are using the KS test to compare two empirical
discrete distributions we convert one of them to a continuous
one using linear interpolation.
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ing packets have reached a steady-state. The KS test
is non-parametric and analyzes whether two different
sets come from the same random distribution. Using
this test we compare the distribution of each individual
packet in the probing sequence with the access delay
distribution of the last 500 probing packets.

Figure 8 -top- shows the evolution of the KS-test of
the distribution each one of the first 100 probing pack-
ets when compared to steady-state distribution. The
figure reveals clearly how there is a transient-state in
the access delay that the probing packets suffer when
contending for channel access. The KS-test evolution
is put in contrast to the evolution of the mean queue
size of a cross-traffic station that contends for channel
access (see figure 8 -bottom-). The comparison how the
transient-state takes as long as it takes for the contend-
ing queue to reach a stationary size ( 10 packets).

We have also experimented with more complex sce-
narios. As an example consider figure 9 that shows
the KS-test for a case with 4 contending stations us-
ing different packet sizes (40, 576, 1000 and 1500 bytes)
and the following rates respectively (0.1, 0.5, 0.75 and
2Mbps). Again, the figure reveals a transitory regime
in the distribution of the access delay, also load of the
system before and after the probing flow enters the sys-
tem. As the figure shows, we need to send tens of
packets until reaching a steady-state. We have simu-
lated more cases with different degrees of complexity
obtaining similar results. The transient-state is present
whenever the system is not empty, nor in backlog and is
maximum when either probing traffic and/or contend-
ing traffic are exactly sending at their fair-share of the
wireless medium.

4.1 Duration of the transient-state of access
delay

In order to design efficient measurement strategies
over CSMA/CA systems we need to provide some bounds
on the duration of the transient-state of the access delay.
The main hypothesis taken here is that the duration of
the transient-state has a close relation with the offered
traffic load that both probing and contending stations
are trying to inject into the network.
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Figure 10: Estimated duration of the transitory
with 0.1 and 0.01 tolerance. offered probing
load=1Erlang.

Figure 10 plots a simulation based estimation of the
duration of the transitory. To generate the figure we
have fixed an offered probing load of 1 Erlang. The
transitory is estimated for a range of values of offered
cross-traffic load. In order to estimate the duration of
the transitory we have conducted extensive repetitions
of the simulation in order to assure proper convergence
of access delay distributions. The figure identifies the
first packet, for each cross-traffic load, whose average
access delay is within 0.1 or 0.01 of the steady-state
average value.

The offered cross-traffic load at which the length of
the transient-state is maximum corresponds in fact to
its fair-share. This not only applies to the cross-traffic
load but also to the probing load. When the offered
load of the probing flow corresponds to its fair-share
the duration of the transient-state is also maximum.

In order to provide practical values of the transitory
we have conducted an extensive simulation for a range
of probing and cross-traffic loads with multiple contend-
ing stations. In order to determine the length of the
transitory we find the first packet whose average ac-
cess delay lays within 0.1 of the expected access delay
in steady-state conditions. We have found that, under
this conditions, the transient-state never exceeds 150
packets.

4.2 Consequences of the observations
This section has shown and characterized the transient-

state behavior of the access delay of probing packets
when traversing a CSMA/CA link. The results in this
section imply that the first packets of a probing se-
quence do not capture the long-term behavior of larger
flows but represent deviated samples of the steady-state
interaction between the probing flow and cross-traffic.
This observation has a direct impact on bandwidth mea-
surement tools that generally use short trains of packets
to support measurements.
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5. MODELING PACKET DISPERSION WITH
TRANSIENT ACCESS DELAY

5.1 Analytical framework
Here we introduce the basic analytical framework used

to deal with this problem. This framework was origi-
nally proposed in [15] but is extended here to include
the particularities of WLAN transmissions. We have
chosen to use this framework as it has been designed to
capture the effects of possible transient-state on disper-
sion measurements. Furthermore, the analytical frame-
work has been adapted to the particularities of WLAN
transmissions and extended to capture the transitory
evolution of the access delay.

5.1.1 The probing sequence: Arrivals, departures and
input gap

The probing sequence consists of a series of n pack-
ets that enter the transmission queue at instants {ai, i =
1, 2, · · · , n}. Their departure instants, meaning the time
at which they are completely transmitted, form the se-
ries {di, i = 1, 2, · · · , n}. Finally, we are considering
here periodic probing flows with a fixed inter-packet ar-
rival time or input gap: gI = ai − ai−1.

5.1.2 The access delay process
The access delay that probing packets experience is a

random process. This process is the result of the inter-
action between probing traffic, contending cross-traffic
and backoff. To account for this let us define the se-
quence {µi, i = 1, 2, · · · , n} to denote the random access
delay that each one of the n probing packets of a prob-
ing sequence experiences when contending for medium
access.

5.1.3 Processes associated to cross-traffic in the FIFO
part of model

The cross-traffic that shares the transmission queue
with probing traffic comes associated to the hop-workload
process {W (t), 0 ≤ t < ∞}, that is the sum of the
service times of all cross-traffic packets in the FIFO
queue and the remaining service time of any cross-traffic
packet that may be in service. Note that cross-traffic
packets experience also a random access delay implicit
in the hop-workload process. Note also that this pro-
cess refers to the cross-traffic only, without considering
the probing flow.

Taking into account the hop-workload process, the uti-
lization of the FIFO queue can be defined such that,

ufifo(t) =

{
1 W (t) > 0
0 W (t) = 0

(6)

The evolution of ufifo(t) indicates how the FIFO
queue is being utilized along time. In other words, it

expresses the intensity of the cross-traffic process in the
FIFO queue. With some abuse of notation we use the
term ufifo(t, t+ τ) to refer to the average utilization of
the queue during the period [t, t+ τ ]. That is,

ufifo(t, t+ τ) =
1
τ

∫ t+τ

t

ufifo(u)du (7)

This paper assumes that the system is stable dur-
ing the measurement process. We use the term ūfifo
to denote the expected utilization that the cross-traffic
makes of the FIFO queue. This value is ,

ūfifo = E[ufifo(t)] (8)

Finally, we define the offered workload of cross-traffic
{X(t), 0 ≤ t <∞} as the cumulative sum of the service
time of cross-traffic packets that enters the FIFO queue.
We define also the averaging function {Y (t, t + τ), 0 ≤
t <∞} as,

Y (t, t+ τ) =
X(t+ τ)−X(t)

τ
(9)

Note that under the assumption of stability for the
system,

E[Y (t, t+ τ)] = E[ufifo(t)] = ūfifo (10)

5.1.4 Adding probe traffic in the queue: Intrusion
residual

First, we define the utilization of the fifo queue ũfifo(t, t+
τ) coming from the superposition of fifo cross-traffic and
probing traffic.

Second, we define as W̃ (t), 0 ≤ t <∞ the hop-workload
process resulting from the superposition of the service
time of the FIFO cross-traffic and that of the prob-
ing traffic. The intrusion residual Wd(t) accounts for
the sum of the service time of all probing packets in
the FIFO queue and the remaining time to service any
probing packet that may be in transmission. The intru-
sion residual is, then, the difference between W̃ (t) and
W (t) at any time,

Wd(t) = W̃ (t)−W (t) (11)

Next, we define the series {Ri, i = 1, 2, · · · , n} which
captures the intrusion residual that every probing packet
finds when it enters the transmission queue3,

Ri(a1) = Wd(a−i ) = Wd(a1 + (i− 1)g−I ) (12)

Note that Ri is a recursive process that under the
assumptions in this work can be expressed as,
3The minus superscript refers to the state of the queue just
before the arrival, i.e. without counting the new arrival.
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Figure 11: Inter-relation between probing ar-
rival sequence (ai), departure sequence (di) and
cross-traffic related processes (Zi).

Ri =

{
0 i = 1

max(0, µi−1 +Ri−1 − (1− uFIFO(ai−1, ai))gI) i > 1

(13)

Finally, we define the series {Zi, i = 1, 2, · · · , n} that
encloses the queuing plus access delay that each one of
the probing packets experiences. Under the assump-
tions taken,

Zi = di − ai = µi +Ri +W (ai) (14)

5.2 Dispersion based measurements:The out-
put gap and its relation to the probing rate

Dispersion based measurements of bandwidth metrics
consist on measuring the dispersion (or inter-departure
time) of packets at the output of a path (receiving side).
This measure is then used to infer the value of band-
width related metrics. The output gap (or dispersion)
of a train of probing packets is defined as follows,

gO =
dn − d1

n− 1
(15)

Figure 11 illustrates the contribution of the processes
defined above to the value of the output gap. From the
arrival of the first probing packet at the transmission
queue (a1), probing packets keep on arriving at a con-
stant interval of gI . The cross-traffic, access delay and
the intrusion residual of previous probing packets (Zi)
randomize the departure times of probing packets (di)
and thus, their output dispersion (gO).

Observing figure 11 we can obtain the output gap in
relation to the different processes involved.

gO =
dn − d1

n− 1
=

(n− 1)gI + Zn − Z1

n− 1
(16)

Expanding this expression we get the following,

gO = gI +
Rn
n− 1

+
W (an)−W (a1)

n− 1
+
µn − µ1

n− 1
(17)

The output dispersion can also be formulated taking
into consideration the offered workload of probing traffic
as,

gO =
1

n− 1

n∑
i=2

(µi+Y (ai−1, ai))+(1− ũfifo(d1, dn))gI

(18)
The intuition behind this last expression is as follows.

We take the departure of first packet as a reference (see
d1 in figure 11). The time elapsed until dn comes from
the addition of the (1) access delay of all probing pack-
ets (from second to last), (2) the workload of FIFO
traffic that arrives in between probing arrivals and (3)
the remaining ”idle” time that is not being used for
transmissions by either process.

5.3 Problem formulation
We are interested in studying whether dispersion mea-

surements can be used to estimate the steady-state rate
response curve of a wireless link with CSMA/CA ac-
cess. Measurement tools based on dispersion take the
assumption that the relation between the input (gI) and
output (gO) dispersions of a probing train can be used
as estimators of the inter-relation between input (ri)
and output (ro) rates of a flow traversing the system.
In other words if L is the length of the packets used for
probing, dispersion based measurements assume that
L/gI is a good approximation of ri and L/gO is a con-
sistent estimator of ro.

Reformulating equation (4) from a dispersion per-
spective, the problem of bandwidth measurement fol-
lows,

E[gO] ?=

{
gI gI ≥ L

B
L
Bf

+ ūfifogI gI ≤ L
B

(19)

As (19) states we are interested in analyzing the ex-
pected value of the output dispersion (E[gO]).

First, taking expectation over equations (17) we ob-
tain,

E[gO] = gI +
E[Rn]
n− 1

+ κ(n) (20)

with κ(n) = E[W (an)−W (a1)]
n−1 + E[µn]−E[µ1]

n−1 .

Further, taking expectation over (18) we get a second
expression for the output dispersion,

E[gO] =
1

n− 1

n∑
i=2

(E[µi]+ūfifogI)+E[(1−ũfifo(d1, dn))gI ]

(21)
Expressions (20) and (21) will be used to derive upper

and lower bounds to the expected output dispersion.

6. RATE RESPONSE CURVES IN PRESENCE
OF TRANSIENT ACCESS DELAYS
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This section presents an analysis of the expected value
of the output dispersion when probing a system with
CSMA/CA access. The study provides bounds rather
than closed form expressions.

The basic finding here is that, when using limited
number of probing packets, the transitory stage in the
access delay that they suffer induces deviations from
the steady-state response curve. Further, this devia-
tions are, in some sense, opposite to the ones caused by
the FIFO cross-traffic itself (as detected previously in
[16]). The reason behind this is that first packets are
’accelerated’ in contrast to packets sent in steady-state.
This leads, in some cases, to infer optimistic values of
bandwidth metrics.

6.1 Part I: Analysis of the expected output dis-
persion

6.1.1 Intrusion residual
On one side, from expression (20), we learn that the

expected output gap depends on the expected value for
the residual that the last packet of the probing train
(i.e. with index n) finds in the queue. Recalling the
recursive expression (13) there can be defined the fol-
lowing bounds for the intrusion residual.

max(0,
n−1∑
i=1

(µi − gI)) ≤ Rn ≤
n−1∑
i=1

µi (22)

The lower bound comes from the assumption that
the probing sequence did not find any cross-traffic in
the FIFO queue. The upper bound considers that the
probing sequence found the FIFO queue with sufficient
workload so that all probing packets find each other in
the queue before transmission.

Taking expectation over Rn, we can differentiate two
cases,

E[Rn]
n− 1

=

{
βn

n−1 gI ≤ 1
n−1

∑n−1
i=1 (E[µi])

αn

n−1 gI ≥ 1
n−1

∑n−1
i=1 (E[µi])

(23)

The specific values of αn and βn depend on the spe-
cific characteristics of the random cross-traffic (contend-
ing and FIFO) and are bounded as follows,

{
1

n−1

∑n−1
i=1 (E[µi]− gI) ≤ βn

n−1 ≤
1

n−1

∑n−1
i=1 (E[µi])

0 ≤ αn

n−1 ≤
1

n−1

∑n−1
i=1 (E[µi])

(24)
On the other side, from expression (21), we can see

the dependence of the output dispersion on the time
that the wireless medium is being used considering the
superposition of probe traffic and FIFO cross-traffic.
We can bound this value as follows,

min(1,
1
gI

1
n− 1

n∑
i=2

(E[µi]) ≤ ũfifo(d1, dn) ≤ 1 (25)

Note that when gI ≤ 1
n−1

∑n
i=2(E[µi]) the FIFO

queue is being used during the whole measurement pro-
cess (i.e. ũfifo(d1, dn) = 1), regardless of the amount
of FIFO cross-traffic in the queue.

6.1.2 Bounds for the expected output dispersion
Now we reconsider expressions (20) and (21) taking

into account the bounds (24) and (25) derived for the
residual processes.

When gI ≤ 1
n−1

∑n
i=2E[µi], equations (21) and (25)

provide a closed form expression for the output disper-
sion,

E[gO] =
1

n− 1

n∑
i=2

(E[µi] + ūfifogI)) (26)

When gI ≥ 1
n−1

∑n
i=2E[µi] the expected output dis-

persion can bounded as follows,

{
max(gI + κ(n), 1

n−1

∑n
i=2(E[µi] + ūfifogI)) ≤ E[gO]

min(gI + 1
n−1

∑n−1
i=1 E[µi] + κ(n), (ūfifo + 1)gI) ≥ E[gO]

(27)

Rearranging the lower bound in expression (27) we
can differentiate two regions.

E[gO] ≥


gI + κ(n) gI ≥

1
n−1

∑n
i=2(E[µi])−κ(n)

1−ūfifo

1
n−1

∑n
i=2(E[µi]) + ūfifogI) gI ≤

1
n−1

∑n
i=2(E[µi])−κ(n)

1−ūfifo

(28)

We can do the same for the upper bound, that presents
three differentiated regions

E[gO] ≤



gI + 1
n−1

∑n−1
i=1 E[µi] + κ(n) gI ≥

1
n−1

∑n−1
i=1 (E[µi])+κ(n)

ūfifo

(ūfifo + 1)gI
1

n−1

∑n
i=2 E[µi] ≤ gI

≤
1

n−1
∑n−1

i=1 E[µi]+κ(n)

ūfifo

1
n−1

∑n
i=2(E[µi] + ūfifogI)) gI ≤ 1

n−1

∑n
i=2(E[µi]

(29)

Expressions (28) and (29) constitute upper and lower
bounds of the rate response curve of the system in
transient-state. Next section provides insights into the
inter-relation between them and the rate response curves
in steady-state. This will help understand rate response
curves obtained using probing trains with a limited num-
ber of packets.

6.2 Part II: Results without FIFO cross-traffic
This section assumes that no cross-traffic is present

in the FIFO queue and analyzes the rate response curve
in transient-state. The objective is to provide insights
into the results obtained, for example, in [3, 5, 28].
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Figure 12: The system without FIFO cross-
traffic

6.2.1 The expected achievable throughput
In this case, probing packets cannot be sent, in aver-

age, faster than 1
n

∑n
i=1(E[µi]). As a result the achiev-

able throughput in this particular case can be defined
as,

L

B
=

1
n

n∑
i=1

(E[µi]) (30)

Note that this expression encloses the transient-state
behavior of the access delay. Note also that as the num-
ber of probing packets grows the access delay eventually
reaches a steady-state and the expected access delay be-
comes constant,

L

B

n→ E[µn] (31)

6.2.2 Bounds on expected output dispersion and dis-
cussion

We rewrite here (28) and (29) for this study case.
Notice that in this particular case κ(n) = E[µn]−E[µ1]

n−1

E[gO] ≥
{
gI +

E[µn]−E[µ1]
n−1

gI ≥ 1
n−1

∑n−1
i=1 E[µi]

1
n−1

∑n
i=2 E[µi] gI ≤ 1

n−1

∑n−1
i=1 E[µi]

(32)

E[gO] ≤
{
gI gI ≥ 1

n−1

∑n
i=2 E[µi]

1
n−1

∑n
i=2 E[µi] gI ≤ 1

n−1

∑n
i=2 E[µi]

(33)

There are a number of observations that can be done
here. First considering that, as shown in section 4, the
access delay µi is an increasing function with respect to
the packet index i, the following is true for any value of
n > 2,

1
n− 1

n−1∑
i=1

(E[µi]) ≤
1

n− 1

n∑
i=2

(E[µi]) ≤ E[µn] (34)

As a result, we can see that in both expressions (32)
and (33) the input rate acting as a ’knee’ separating
different regions of the curve is higher than the (steady-
state) achievable throughput.

However, taking into account the lower bound (32)
we can observe the following. When probing at rates
such that gI ≥ 1

n−1

∑n−1
i=1 E[µi], the expected output
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Figure 13: Experimental rate response curve of
a system without FIFO cross-traffic (testbed)

dispersion may deviate as much as E[µn]−E[µ1]
n−1 . In other

words, when the access delay variation during the transient-
state is sufficiently high (in contrast to the probing
rate), the output gap (E[gO])deviates (is higher) than
the steady-state curve.

Finally, notice that when the probing rate is high
enough (i.e. when gI ≤ 1

n−1

∑n−1
i=1 E[µi]) the output

dispersion is higher than the one in steady-state. In
other words, if we probe the system at a high rate
we might infer optimistic values of the steady-state re-
sponse curve.

6.2.3 Experimental results
Figure 13 plots an experimental result illustrating

these observations. The rate response curves plotted
correspond to those of packet trains probing a CSMA/CA
link at different rates. The figure clearly illustrate the
observations taken in above.

First, the rate response curve follows the steady-state
curve until a certain point (∼2.5Mbps) when the in-
ferred rate response is lower than the steady-state one.

Second, when probing at high rates the transient-
state curves tend to overestimate the achievable through-
put that can be achieved in steady-state.

6.3 Part III: Reintroducing FIFO cross-traffic.
The complete model

Figure 14: Model of the interaction between
probing traffic and cross-traffic in a WLAN sys-
tem

6.3.1 The expected achievable throughput
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We can define again a relation between the achievable
throughput and the access delay that probing packets
receive.

L

B
=

1
n

∑n
i=1(E[µi])

1− ūFIFO
(35)

Note again that as the number of probing packets
grows the expected access delay becomes constant and
we can say that,

L

B

n→ E[µn]
1− ūFIFO

(36)

6.3.2 Bounds on expected output dispersion and dis-
cussion

In this specific case, expressions (28) and (29) can-
not be reduced. Putting in contrast these expressions
with the ones taken in the previous simplified case (i.e.
without FIFO cross-traffic), there are a number of ob-
servations to make.

First, the burstiness of the FIFO cross-traffic leads to
looser bounds than before. As a consequence depend-
ing on the characteristics of the cross-traffic flow it is
reasonable to expect higher deviations from the steady-
state curve. This is specially true when probing at lower
rates than the steady-state achievable throughput. As
the burstiness of cross-traffic flow increases so will do
the variability of dispersion measures, thus leading to
higher deviations from the steady-state behavior.

Second, it can be seen that when probing the system
at high rates dispersion measurements based on short
packet trains tend to overestimate the steady-state rate
response curve. Even more, the last region in expression
(29) assures that, no matter how bursty the FIFO cross-
traffic is, when probing at a sufficient rate the output
dispersion will overestimate the steady-state behavior.

6.3.3 Experimental results
Figure 15 illustrates these observations. As predicted,

the rate response curve inferred using packet dispersion
measurements follows the steady-state behavior until
it deviates (∼2Mbps) before reaching the achievable
throughput. When probing at higher rates the figure
shows that dispersion measurements continue overesti-
mating the steady-state response regardless of the pres-
ence of FIFO cross-traffic.

7. DISCUSSION ON CONSEQUENCES AND
APPLICATIONS OF FINDINGS

This section discusses the main findings of this study
and some consequences and possible applications that
they entail.

7.1 Summary of findings
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Figure 15: Experimental rate response curve for
the complete system (testbed)

• In section 3 the paper provides a complete steady-
state rate response curve of a system with CSMA/CA
medium access. It takes into consideration that
the probing and cross-traffic flows can interact in
two differentiated manners: (1) sharing a FIFO
queue and (2) contending for channel access in a
random manner following the CSMA/CA proce-
dure.

• In section 4 the study provides some insights into
the transient-state behavior of CSMA/CA systems.
The study shows how the duration (in number of
packets) of the transient-state relates to the of-
fered load coming from both probing and cross-
traffic. We show how including some tolerance
in the measurement process allows reducing the
transient-state duration to values that can be used
in practice when designing measurement tools.

• Finally, section 6 analyzes the impact that the
transient-state evolution the access delay has on
the accuracy of dispersion based measurements. It
shows how dispersion measurements based on us-
ing short packet trains deviate from steady-state
behavior which may lead to erroneous inferences
on bandwidth metrics.

7.2 A consequence: bandwidth estimation in
WLAN links

The rate response curve for FIFO queues or some of
the ideas that it encloses has been repeatedly used in the
literature to design bandwidth measurement tools. As
defined here, the achievable throughput corresponds to
the available bandwidth when applied to FIFO queues.
However, as we have seen, when applied to CSMA/CA
systems, the achievable throughput and available band-
width only coincide under certain conditions.

From the results in this paper it can be argued that
a large portion of the tools used to infer the available
bandwidth under FIFO assumptions, follow, instead, the
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Figure 16: Experimental comparison between
packet pair based bandwidth measurements and
the actual fluid response in a WLAN link
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achievable throughput when applied to CSMA/CA sys-
tems. This idea is illustrated in figure 4 in [28]. There
the authors plot the bandwidth estimates gathered us-
ing popular tools in an IEEE 802.11 system. The figures
show how all the tools used tend to follow the achievable
throughput rather than the available bandwidth when
these two metrics start differing in IEEE 802.11 set-
tings.

7.3 Another consequence: packet pair mea-
surements in WLAN links

A common approach to measure the capacity of a net-
work path is the packet-pair technique[26]. Recently,
packet pairs have gained momentum as they have been
extensively used to develop routing metrics in all-wireless
multi-hop networks [24].

However, as a consequence of the results presented in
section 6, packet pairs (understood as probes of infinite
rate) target the achievable throughput when used in a
WLAN link. Even more, considering the results pre-
sented in section 6, one can see that packet pairs tend
to overestimate the value of the achievable throughput.
Figure 16 illustrates this fact. It plots the actual achiev-
able throughput of a WLAN link and the estimation us-
ing dispersion measurements of packet-pairs. This is
done for different levels of cross-traffic. The capacity of
the WLAN link is kept constant for all the measurement
process at 6.5Mbps (i.e. there are no channel propaga-
tion errors). As one can see the packet-pair does not
point at the capacity in the whole measurement region
except when no contending traffic is present.

7.4 An application of results: bandwidth mea-
surement as a simulation warm-up prob-
lem

The transient-state of the access delay described in
this paper can be understood as a simulation warm-
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Figure 17: MSER-2 based measurement

up problem. This is a classical problem in the theory of
simulation that has been extensively studied (e.g. [36]).

The literature proposes several techniques to get rid
of the effects that samples taken during the transient-
state period may induce to the measurement results.
A common technique is to enlarge the simulation time
in order to assure that transient-state observations are
averaged out. This would be equivalent, in our case,
to sending longer packet sequences, with the increase of
intrusiveness that this entails.

Another technique is trying to infer the duration of
the transitory and then truncating the sample sequence.
The MSER-m technique is a popular heuristic used to
automate the detection of transient-state durations. We
have applied this heuristic to our scenario. The idea is
to remove from dispersion measurements, those packets
that the MSER-m selects as part of the transitory.

Figure 17 illustrates this observation. We apply an
MSER-2 heuristic to the inter-arrival time of the pack-
ets of a 20 packet train sequence. As the figure shows,
when we remove the packets that the heuristic reports
as part of the transient-state, the curve better approaches
the steady-state behavior. An this is achieved without
the need to enlarge the number of packets sent. This
could be applied to existing tools [1, 19, 20, 21, 22, 25,
26] in order to improve their accuracy and/or reduce
their convergence time.

8. CONCLUSIONS
This paper presents a study of the bandwidth mea-

surement problem when applied to CSMA/CA based
systems. On one side the paper presents a complete
model of the rate response curve of the system in steady-
state completing state-of-art literature related to the
topic.

On the other side, the paper analyzes the transient-
state behavior of the system considered. This study re-
veals that the access delay of probing packets undergoes
a transitory regime before reaching the steady-state.
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Additionally, it provides some bounds on the duration
of such transient-state regime that can be used, in prac-
tice, to design bandwidth measurement tools. Finally,
the study provides some insights on how this transient-
state regime deviates rate response curves based on
short packet trains, and how the effects of this deviation
can be safely reduced without increasing the intrusive-
ness of the measurement process.
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APPENDIX
A. VALIDATION SETUP

This section introduces the simulation and experi-
mentation settings used to gather measurement data
and validate theoretical findings. Experimentation has
been carried out within the EXTREME framework (see
[10]). This is a multi-purpose networking experimental
platform. The main advantage of this platform is its
high automation capabilities that allow automatic ex-
ecution, data collection and data processing of several
repetitions of an experiment.

The WLAN devices used are Z-COM ZDC XI-626
cards which carry the popular Prism chipset. These
wireless devices are controlled using computer nodes
of the EXTREME cluster. In all cases these nodes
are Pentium IV PCs with a 3GHz processor, 512MB
of RAM memory and running Linux OS, with kernel
2.4.26. To control these devices, the EXTREME au-
tomation system makes use of the wireless extensions
API.

In order to generate the traffic (probing and cross-
traffic), we make use of the Multi-GENerator toolset
[11]. However, in order to increase the accuracy of
the time-stamping procedure, both at sender and re-
ceiver sides, network device drivers have been conve-
niently modified to timestamp packets just before they
are laid down to the hardware (sending side) and just
after getting them from the hardware (receiving side).
This follows some of the ideas described in [12].

Figure 2 shows the basic setup used throughout the
section for experimentation. The probing traffic is sent
between two stations that are conveniently synchro-
nized. This synchronization is achieved by sending fre-
quent NTP updates through a parallel wired interface
between the NTP server and the measurement nodes.
Using this method we achieve accuracies of delay mea-
surement in the order of ten microseconds.

Some of the experiments required a large amount of
repetitions to achieve accurate convergence of results.
Since this is difficult to achieve in a testbed we have also
used a simulator. Specifically we have replicated the
tesbed (figure 2) using NS2 (ver. 2.29 [13]). The main
difference between the testbed and the simulator is that
the latter includes scenarios with up to 5 contending
nodes. Following some recent research results [27] both
the testbed and the simulator went through a thorough
calibration process in order to assure that the results
gathered are comparable.

The simulator uses the NO Ad-Hoc Routing Agent.
This agent supports static routing configurations over
wireless networks and does not send any routing related
packets. This avoids possible interferences with probe
or cross-traffic. Regarding the configuration, all the ex-
periments use the default MAC and PHY 802.11 layers
included into the NS2 package. The queues used are
infinite, this way we avoid dealing with packet losses,
which are irrelevant for our study. Finally all the wire-
less nodes are static and equally spaced from the Access
Point. The physical transmission rate is set to 11Mbps
and RTS/CTS is not used.

Finally, we have also developed a queuing simulator
using Matlab. The motivation for this is that the prob-
ing process in a WLAN presents multiple components
that are difficult to isolate from each other in an exper-
imentation setting or even through simulations. The
queuing simulator convolves a series of packet arrivals
with a series of service times in order to measure sev-
eral metrics such as the queuing length distribution and
the output dispersion (inter-arrival) of packets. The
input parameters are gathered from experimentation
measurements in order to keep the results as close to
the real behavior as possible.
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