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Abstract— Current optical technology allows an easy imple- i

mentation of synchronous, time-slotted optical networks. In () hub
contrast, traffic in electrical domain (for instance IP) mainly = gateway
consists of asynchronous, variable length packets. Therefore a O ring node
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packet format adaptation process is needed between electrical
and optical domains, the optical slot size being in this process
a crucial parameter, which strongly influences the bandwidth
utilisation and determines the overall network performance. In
this paper we address the problem of designing this adaptation
layer and of dimensioning the optical slot size in IP/MPLS over Fig. 1. The DAVID network architecture

optical packet switched networks. Three different optical packet

formats, namely Fixed-Length Packet, Slotted Variable-Length

Packet, and Fixed-Length Packet with Traffic Aggregation are - . )
discussed. To find the optimum size, the efficiency of such formats In fact, the fitting of variable length data packets into the

are evaluated by simulations. slots necessarily leads to round off the data packets to an
integer number of slots (by means of some padding). As
|. INTRODUCTION a consequence, the effective amount of information to be

In the future telecommunication networks is expected thg&med by the network is greater than the real amount of
optical technologies and IP will be the dominant solutions fdpformation included into the data packets. At the same time,
the next generation Internet, reaching world-wide diffusioff'® incoming packets arrive at the edge of the optical network
and acceptance [1]. Thus, packet-based technologies hilé asynchronous mod_e, then they are fitted into discrete
become a very important area of study, encompassing a wiiged slots and transmltteq synchronogsly _to the ne_twork.
range of solutions to supporting predominantly IP traffic Ove'rrherefgre also the packets_ inter-arrival _t|me is ma(_je discrete
WDM optical links. In a long-term scenario, the optical packdly @n integer number of time slots which clearly influences
switching (OPS) can provide a simple transport platform bastf traffic load. Therefore, the design of the DAVID networks
on a direct IP over WDM structure which can offer higfPoth MAN and WAN parts) needs to address the problem
bandwidth efficiency, flexibility, and fine granularity [2]. of adz_siptlng the packet format _between electrical and optical

In this context, IST project DAVID (IST-1999 11742) aimsdomains at the edge of the optical network.
at proposing a viable approach towards OPS, by deve|op.The purpose of this work is to design this adaptation Iayer
ing networking concepts and technologies for future optickpcussing on dimensioning the size of the optical slot, as
networks. The DAVID network encompasses both regiondhe crucial parameter that strongly influences the bandwidth
metropo"tan area networks (MAN) and backbone Wide-aré’éilisation and, hence, the overall network performance. There
network (WAN) as shown in Fig. 1 [3]. In both domainsare really few investigations in literature dealing with this
fixed-length packets are used in a synchronous, slotted mddeblem. The most accurate study is presented in [7] where
of operation. This is the most studied case in literature ari€ issue of the optimal size of the time slot is addressed, with
at the present level of technology, the easiest implementahference to access delay and traffic shaping. However, it is
solution. This because the additional hardware complexity, diggused only on an OPS network carrying ATM cells. Here,
to synchronisation units necessary in the nodes, is countéf address the same issue but considering a currently more
balanced by a simpler control of the access protocols affplistic IP over OPS scenario and we focus on the adaptation
switching nodes (e.g. no packet length detection, easier bufféiterface design aiming at obtaining the better adaptation
ing management, etc.) which can provide better performaréiciency.
than asynchronous, variable case [4] [5]. In contrast, traffic The paper is structured as follows. In Section Il the scenario
in electrical domain (for instance IP) mainly consists off the study is discussed including the description of the
asynchronous, variable length packets [6] which creates a cleaheme of the adaptation interface. Section Il describes the
format incompatibility with the considered OPS networksadaptation process and the possible formats of the optical
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Fig. 2. Scheme of the adaptation interface

packet. Then in Section IV the simulation scenario and main6) Third FIFO stage. Here the packets are stored with the
numerical results are presented. Finally, Section V concludes optical format waiting the polling of the output interface;
the paper. It is important to notice that the internal speed of the
adaptation interface has to be high enough to not create
) internal congestion. In such a way, the delay introduced by
We assume that the OPS network is MPLS aware [8], whegigs adaptation only depends on the packetisation process (time

the edge nodes of the optical network are responsible of gt waiting for an amount of information sufficient to fill one
management of the MPLS label switched paths (LSPs) [9]. §} more slots).

our scenario, the edge nodes are also responsible of adapting

Il. SCENARIO

the IP packets to the optical slots. As a consequence, an lll. ADAPTATION PROCESS ANDPACKET FORMAT
adaptation interface has to be included between the MPLS ALTERNATIVES
labelling process and the output interface (see Fig. 2). For convenience, the client datagrams incoming from the

electrical domain are named packets, while the term slot is

A. Scheme of the Adaptation Interface . . ;
) reserved to the fixed-length packet of the optical domain.
We assume that a labelling process labels the asynchronous,

variable length packets coming from multiple sources suéh Fixed-Length Packet Approach

as LAN, IP router or switches and afterwards sends theThe simplest adaptation process consists of inserting the
labelled packets to the adaptation interface. Therefore, thgckets directly into a sequence of slots. In this case, that we
role of the adaptation interface is to fit these packets into t@g|l Fixed-Length Packet§FLP) approach, the packets may
corresponding synchronous, fixed-length slots, disregardingtf short enough to be carried by a single slot or has to be
output interface functionalities (such as E/O conversion g@egmented into several slots, with some padding if needed.

access protocols). Once in the optical network, the slots will be treated as
The adaptation interface consists of six blocks which pefidependent entities, each with its own header. At the outgoing
form the following functions (as shown in Fig. 2): edge of optical network, the packet will be reassembled.
1) Multiplexing. The traffic coming from the labelling Clearly, this is the quickest method since does not introduce
process is multiplexed intdV flows. additional delay on the packet processing. Nevertheless, from

2) First FIFO stage. The flows coming out from the the performance point of view, the main problem of FLP
multiplexers waiting the polling signal of the switchingapproach is the inefficient resource utilisation since direct
stage; insertion may need considerable padding. For instance, if we

3) Switching per FEC label. The flows are forwarded consider slots of 1,000 bytes, a packet of 40 bytes (which
according to their Forwarding Equivalent Class (FEQepresents the length of the majority of the IP packets [6])
label; only uses 4% of the slot resources. From this first observation,

4) Second FIFO stage The flows coming out from the we can think that the shorter the slots, the lower the resource
previous switch are stored in FIFO queues waiting tHesses, i.e. the higher the efficiency. This is not true, since
polling of the following stage; we need to consider that a packet longer than one slot

5) Adaptation stage This stage performs the segmentahas to be segmented and, as a consequence, a segmentation
tion/aggregation functions in order to fit the client'sheader has to be added in the slot. Moreover, it is necessary
datagrams into the correct optical packet format; to introduce a synchronisation preamble and a guard-time
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Fig. 3. Packet Format Alternatives

between two consecutive slots accounting for switching timesFinally, in order to limit the delay of the aggregation
of the constituent opto-electronic devices as well as pack®bcess, a time-out is used (one for each register). Each time a
position jitter [10]. This means that the shorter the slots, thegister is emptied and a new packet is inserted in the register,
higher the packet segmentation and therefore an higher numther corresponding time-out is initialised. If the time-out expires
of no-strictly data information has to be included in a givebefore the register is emptied again, the contents of the register
period. is immediately sent, whatever is the current filling of the slot.
) . . . This value is then the maximum delay that this approach can
B. Fixed-Length Packet with Traffic Aggregation Approach 4 to the packet processing at the adaptation interface.
There are mainly two ways to increase the efficienc .
the adaptation pro?:/ess. Theyfirst one is to introdumﬁaﬁicy ?{ Slotted Variable-Length Packet Approach
aggregation mechanisfi2]. In this case, the adaptation stage The second solution operates directly in the optical network-
is also in charge of aggregating the packets into the S|Ow protocols and consists of the so calltbtted Variable-
finding the maximum filling ratio at the expense of somkength Packet¢SVLP) approach [11]. This alternative recalls
additional delay. We call this method FLP-TA, and we considéfe train of slots model, where optical packets may have
the following simple aggregation mechanism. variable sizes as long as they are whole multiples of a slot.
The packets are organised and stored in different aggre§&- in FLP, the packet may fit a single slot or span over

tion registers on per-FEC basis. When a new packet arriv@4ltiple slots, except that different slots are now treated in
the possible options are: the optical domain as a whole and then processed and sent

1) the packet size is shorter than the slot size, therefore eequentlally. This approach allows the use of a single header

packet is not segmented. In this case the process cont 8|rsthe whole train of slots and does not need a segmentation
the corresponding aggregation register: process allowing therefore overheads reduction. In contrast,

it it i tv. th ket be stored: the access protocol and switching functionalities may result
+ Mit1s emply, the packet can be stored, , r];nore complex because they have to take into account the
« if it is occupied and its occupancy plus the size %ngth of the train of slots

the new packet is shorter than the slot size, the neWTherefore, we have identified three different options, as
pagket Is aggregated to the current contents of tfﬂﬁjstrated in Fig. 3. Note that for this study, we assume
reg|§ter; . . , e availability of optical switching matrices in the network

- ifitis occupled.and Its occupancy plgs the size 0:{]odes able to switch packets without any interferences between
the new packetis Iargert_han the S'_Ots'ze' the Curre\m’;\velength channels [4]. In this case, the guard time and the
contents of the register is ransmitted and the ne¥¥/nc preamble are needed only between two consecutive train

packet is stared in the register. of slots, and not between two slots.
2) the packet size is larger than the slot size, therefore the

packet has to be segmented. In this case the process IV. NUMERICAL RESULTS
controls the corresponding aggregation register: A. Simulation Scenario

« if it is empty, the new packet is segmented and eachwe have set up a simulation scenario reproducing the
segment is transmitted. The register remains emphove described adaptation interface in order to evaluate the
« if it is occupied, the current contents of the registestficiency of the FLP, SVLP, and FLP-TA approaches.
is transmitted and then the new packet is segmentedrhe incoming traffic of the adaptation interface consisted
and each segment is transmitted. of 16 sources implemented using a self-similar traffic model
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Fig. 4. Efficiency of FLP, SVLP, and FLP-TA approaches as a function dfig. 5. Delay of FLP, SVLP, and FLP-TA approaches as a function of slot
slot size (in ns) at a) 10 Gb/s, and b) 40 Gb/s size (in ns) at a) 10 Gb/s, and b) 40 Gb/s

(the current more realistic traffic model) generating IP packetsiciency the percentage of the slots used by transmitting the
Each source has been modeled as a superpositiésifictly |p packets. Atl0 Gb/s (Fig. 4a) the SVLP approach performs
alternating ON/OFF Pareto distribution sources with= 1.2,  peer results than FLP when the slot size is smaller than
which leads to an Hurst parameter &f = 0.9 [13]. The 704 ns. The curves overlap when this value is exceeded. In
IP packets have been generated according to the packet giggirast, the FLP-TA approach performs better with slot sizes
distribution shown in [6]. We considered a guard-time56f greater thar300 ns, reaching &0% efficiency at1300 ns.

ns (value imposed by the current available technology [3]),Note that the nonlinear behaviour of the curves is due to the
segmentation header &f bytes, a packet header ofbytes, |p packet size distribution. At0 Gb/s, FLP and SVLP work in

a_nd a synchronisation prea_lmblezblbytes. Three transmission g gimilar way, while FLP-TA becomes strongly recommended
bit-rates have been taken into accounht Gb/s,10 Gb/s, and \ith evident improvement of efficiency8§% at 1400 ns).

4()_Gb/s. For sake of simplicity, we assumad FECs, and Figure 5 shown the average delay of FLP, SVLP, and FLP-
uniform traffic, . _ TA (time-out of 50 us) approaches as a function of the slot

.We want to remark that a.dn‘ferent scenario may Sho}é\fze considering a bit-rate of0 Gb/s, and40 Gb/s. This
different results (e.g. decreasing the number .Of aggr_egat|8 lay is the average time needed by the adaptation interface
queues may cause w'orsj[ pgrformance). The aim of this W8 transmit an IP packet to the output interface. For the FLP
is to illustrate some indicative values for further and morg 4 svLP approaches, this time is only due to the packet
addressed studies. discretisation process. For FLP-TA, the aggregation process
also contributes on the delay. From both figures (Fig. 5a and
Fig. 5b) we can see that FLP and SVLP behave similar, while

All the points of the following plots are steady-state valuethe aggregation process of FLP-TA adds a considerable delay;
get from statistically significant measures obtained from tlemyway it cannot exceed the time-out value. It is important
simulation results. to notice that the delay and the efficiency are strictly related:

Figure 4 shows the efficiency of FLP, SVLP, and FLPelearly, the higher the efficiency, the shorter the delay since
TA (time-out of 50 us) approaches as a function of slothe packets that waste less resource (i.e. better fitted into the
size considering a bit-rate di0 Gb/s, and40 Gb/s. We call slots) are also transmitted in less time.

B. Simulation Results
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e EFFICIENCY AND DELAY OF FLP, SVLP,AND FLP-TA APPROACH AS A
05 '_'_"_'_'_'f:/;:mwg) FUNCTION OF SLOT SIZE AND BIFRATE
o0 | 2.5 Gbls || 10 Gbis || 40 Gbis
E 03 Size (ns) 600 300 200
E FLP Eff. (%) 69.5 54.7 33.6
02 Delay (us) 0.576 0.731 1.19
i -~ Size (ns) 100 100 100
o A b ,/"'—'*'/ \\\ SVLP Eff. (%) 89.5 78.3 45.7
, /A U \ Delay (us) 0.448 0.512 0.877
o 01 02 03 04 05 06 07 08 09 1 Size (ns) 600 1300 1400
Fulfilling ratio FLP-TA Eff. (%) 74.0 70.7 86.6
Fig. 6. Probability density function of the fulfilling ratio with00 ns slot Delay (:s) 505 238 328

size at40 Gb/s

out value is large enough, the efficiency flattens and does not

Figure 6 shows the probability density function of th&€hange anymore (e.g0 us for 600 ns slot size ati0 Gb/s).
fulfilling ratio of the slots at the output interface, comparing Finally, Fig. 8 shows the efficiency of FLP-TA (time-out
FLP, FLP-TA (time-out of50 us), and SVLP approaches atf)f 5Q us) as a function of the number of FECs. The slot
40 Gb/s and with a slot size @00 ns. This figure confirms iN this case is500 ns length. It can be seen that at
the previous results showing that FLP-TA allows a higﬁ-}b/s the efficiency is independent of the number of FECs.
fulfilling ratio, with a majority of slots filled between 50% and!N contrast, it has a strong impact at higher bit-rates, causing
95%. In contrast, FLP and SVLP approaches are completégnsiderable efficiency degradation. AtGb/s and300 FECs,
overlapped and cannot reach to fill more than 50% of t{e efficiency goes down to less thaf%. At 40 Gb/s and
slots. This because the slot size results longer than the long&% FECs, the value is about5%. These bad results are
IP packet size distribution1§00 bytes at40 Gb/s last300 mainly due to the fact that the time-out expires before the
ns), hence the approaches behave in the same way. Thereﬁiﬂi? are completely filled. Therefore, a higher time-out value
since the approaches directly insert the packets into the sIBtdy increase the efficiency, but may also increase the delay.
without any modification, we can recognise the three peaks of V. CONCLUSION

the FLI.D. _and SVLP curves as the three main [P packet S12€he conclusion of this work can be summarised as follow.

probabilities 0, bytes,576'bytes, andi500 bytes [1:_3])' We have analysed the problem of adapting asynchronous,
Table | compares the different approaches at different bifajape-length packets coming from the electrical domain to

rate considering the slot size where the highest efficiengys synchronous, fixed-length packets used in the considered

is reached. From this table we can see tha2at Gb/s ops network. We have suggested a scheme for an interface
the aggregation does not present evident benefits, and to perform such adaptation process. In this process,

SVLP approach performs better usind@ ns slot size. The e qptical slot size becomes a crucial parameter, which
processing delay also confirm this result. Increasing the bit-raleongly influences the bandwidth utilisation and determines
to 10 Gb/s, the efficiency of all approaches decrease as Wglb gyerall network performance. To find the optimum size,

as the delay increase. Also in this case, the SVLP approgffe different optical packet formats have been considered
appears the better solution. Ab Gb/s, FLP-TA outperforms .4 their efficiencies have been evaluated.

the others, achieving6.6% efficiency. It is worth noting that  considering as real as possible traffic model, the bit-rate
100 ns is theoptimal size for SVLP at any bit-rate. strongly influences the election of tgtimalslot size. At2.5

The previous results show that the FLP-TA approach c@hby/s, both FLP and SVLP give good efficiency for whatever
achieve very good efficiency degree at expense of somet size in the range 0300 - 2,000 ns. SVLP gives better
additional processing delay. Two interesting results are n@esults than FLP when the slot size is betw8e® and700 ns,
to know how the time-out value and the number of FEGghile the approaches behave similar betw&éf and 2000
parameters affect the efficiency of the FLP-TA approach. ns. Increasing the bit-rate, the efficiency decreases notably

For the former case, Fig. 7 shows the efficiency of the FLPoth for the FLP and SVLP approaches. At these bit-rates,
TA approach as a function of the time-out considering twBLP-TA seems to overtake this problem. In this case, longer
slot sizes 00 ns and1, 200 ns) at2.5, 10, and40 Gb/s. It slots achieve better resources, but at expense of additional
can be seen that increasing the time-out valu@.atGb/s, delay needed to fill the slots. Nevertheless, the performance
the aggregation does not increase the efficiency. On the otbéithe FLP-TA approach strongly depends on the number of
hand, the time-out value influences the efficiencyaand40 FECs. Indeed, increasing this value, the efficiency decreases
Gb/s. Nevertheless, the curves show that as long as the tirmensiderably reaching worse values than SVLP approach.
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Finally, we want to remark that the scope of this work

was to give some indicative performance values of the FLI® P. Gambiniet al, “Transparent optical packet switching: network archi-
PTPRT tecture and demonstrators in the KEOPS projelEE J. Select. Areas
SVLP, and FLP-TA approaches that can be used as gwdellnesCOmmm vol. 16, no. 7, pp. 1245-1259, Sept. 1998.

for further investigations. For example, now it is possible tB] L. Tancevski, S. Yegnanarayanan, G. Césta.S. Tamil, F. Masetti,

suggest another approach based on a combination of SVLP and'- Mcbermot, “?ptical routing of aSynlchr0n0u5, variable length pack-
traffic aggregation. In this case, the packets can be aggregate tit’ '2%55 J. Select. Areas Communol. 18, no. 10, pp. 2084-2093,

in the aggregation registers until the time-out expires or[@ K. Thompson, G.J. Miller, R. Wildes, “Wide-area Internet traffic patterns
maximum train of slots length is reached. and characteristicSIEEE Network vol. 11, no. 6, pp. 10-23, Nov. 1997.
[7] F. Callegati, “Which packet length for a transparent optical network?”, in
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