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Absfrmf-Fast rerouting mechanism are being studied in order to protection techniques. The pre-established altemative LSP is better 
provide fault tolerance for U P  in an MPLS network in ease Of node Or 
link failure. For QoS promion protected LSP -e handled apart from 
non-protected LSP. Rerouting mechanisms when applied on protected 
Lsp tske into Becount QoS This paper presents a 
mechanism that is able to handle multiple failure a~onp, an LSP while 

for critical traffic than the alternative LSp established on demand 
after the occurrence of failure [6],[7]. several schemes haye bee,, 
proposed for selecting the best route(s) from several candidates based 
on different criteria [91,[101,[111. 

using an optimal alternative LSP. The &outing decision is taken close 
to the point of failure reducing the restoration time. The use of pre- 
establkhed alternative LSP also reduces the restoration time and avoids 
blocking when looking for an alternative path. The proposal is based 
on B hybrid approach of segment repair and path repair and provides 
a new alternative LSP using dynamic rerouting once the protected one 
has been rerouted. In this way there is always an sltemative ISP  for 
each protected LSP. The oyer all perlomanee (recovery time, end-to. 
end delay, packet losses, and network resource utilization) b compared 
with existing protection mechanisms by simulation. The proposed hybrid 
approach, Optimal and Guaranteed Allemalive Path (OGAP), avoids the 
possible use of a non-optimal alternative LSP to reroute the protected 
traffic and provides the flexibility of alternative mute selection and setup 
as well as better resource utilization. Moreover, our proposal guarantees 
st least one alternative LSP at any time for the trafiie on the pmteeted 
LSP. 

Keywords: MPLS, Label Switched Path (UP) ,  QoS, Path protection, 
Sqment protection, Alternative LSP, Multiple failure. 

1. INTRODUCTION 

The recent advances in fiber optic transmission and switched 
routing techniques dramatically facilitate the increment of link ca- 
pacity and the provision of several classes of service over the 
same communication link. The introduction of MPLS as p a t  of 
the Internet forwarding architecture to address the needs of future 
IP-bascd Nctworks [1],[2] will contribute significantly, among other 
advantages, to the application of traffic engineering (TE) techniques 
and quality of service (QoS) provision mechanisms. 

An adverse consequence of this increase in link capacity is a higher 
degree of complexity of network survivability. A link failure implies 
the rerouting of a huge amount of traffic with different QoS classes. 
In [3] the authors assure that fiber cable cuts are surprisingly frequent 
and serious. 

For this reason, the need for rapid restoration mechanisms in 
an end-to-end label switching technology like MPLS obliged the 
research community to find out different mechanisms to reroute traffic 
around a failure point in a fast, reliable and efficient way. 

Protection schemes in MPLS networks can be classified as link 
protection, node protection, path protection and segment protection 
[4]. Segment protection will generally be faster than path protection 
because recovery generally occurs closer to the fault [4]. 

The altemative LSP may be calculated on demand using dynamic 
restoration or may be pre-calculated and stored for use when the fail- 
ure is detected using preplanned restoration [5], [6],[7],[8]. Usually 
the altemative LSP is established based on link protection or path 

The key concept of the preplanned restoration scheme is the 
simplification of .the restoration process that must be performed 
after a failure occurs; the goal is rapid and reliable restoration. One 
more advantage of the preplanned scheme is the ability to efficiently 
support explicit routing, which provides the basic mechanism for 
traffic engineering. The major drawback of preplanned altemative 
LSPs is that they allow less flexibility against multiple or unexpeded 
points of failure. Furthermore, network resource utilization may not 
be optimal since altemative LSPs are pre-defined. 

Our previous proposals for protection mechanisms in 1121 and 
[I31 assume a single IinWnode failure addressing basic performance 
metrics such as packet loss, packet reordering and average packet 
delay. In this paper we propose a new protection mechanism for 
multiple linWnode failures within a protected LSP. Multiple link 
failure on an LSP can be expected to occur during natural and human 
made disasters on the core networks [14],[15]. The cascade effect 
due to a problem in some part of the network can also be considered 
as multiple link failure on an LSP in the core networks [16],[17]. 
In this work we consider an LSP that goes through several MPLS 
autonomous systems with different policies or recovery mechanisms. 
We also consider each segment protection domain as an abstract of 
an autonomous system. 

11. RELATED WORK 

Published work about multiple IinWnode failure protection schemes 
for a particular protected path are practically limited to single link 
failures that accommodate more than one LSP. Note that any single 
node or link failure can produce several LSP failures if multiple LSPs 
have been routed over a failed link or through the node. We consider 
this a single link failure, but most of the proposals refer to this 
as multiple failures [14],[18]. Most of the papers about protection 
mechanisms refer normally to a single nodenink failure. Multiple 
failures within an LSP can be produced when more than one link, 
node, or combination of both node and link failure occur. 

In [19],[20], the concept of sharing the backup path is used. The 
disadvantage of this proposal is that it needs to set up (N-I) bypass 
tunnels to assure the protection of any combination of link failures 
on the protected LSP, being N the number of nodes of the protected 
LSP. Despite this, the proposal does not preserve the protected LSP 
from multiple node failures. 

In [6] the authors consider that transferring the protected traffic to 
the recovery path is enough to take care of multiple failures. This 
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consideration also assumes that no fault can occur in the restored 
path (alternative LSP) during or after the recovery process. 

Using the segment protection domain technique the traffic is 
rerouted close to the failure point, reducing blocking problems. 
Local rerouting using a stacking technique in an MPLS domain 
may produce a backhauling problem, i.e., failure recovery may cause 
the stream to traverse the same links twice in opposite directions 
[211,[221. In this case all protected LSP traffic around the failed 
link is rerouted by pushing the corresponding reroute LSP label onto 
the stack of labels for packets on the protected LSP without regard 
to their source and destination nodes, increasing the length of the 
protection path. Note that in MPLS the LSRs see only the label 
carried by the packet on the top level of stack and this bas only a 
local significance. 

In our previous works [121,[131, we propose methods for path pro- 
tection and restoration mechanisms using pre-established alternative 
LSPs setup at the same time as the protected LSP, giving a solution for 
problems like packet loss, re-ordering and packet delay, which take 
place during the recovery period of  time. In this proposal we focus 
on handling multiple'failures in a protected LSP. Here we propose 
a new mechanism able to handle a single failure based on Segment 
Protection Domain (SPD), local and global repairing methods; and, 
an extension of that mechanism to cope with multiple failures on the 
protected LSP in the MPLS network. 

At the same time, we observe that the previously established 
alternative path may not he the optimal after the linklnode failure. 
Because, it was setup based on the network information at moment of 
the protected LSP was established. As a result, this decision does not 
take in to consideration the network information changes. Moreover, 
after the restoration process, the restored LSP becomes unprotected. 

The motivation of this paper is to overcome these problems and 
propose a new mechanism able: 

i) To handle multiple faults in the MPLS network with fail- 
wetcongestion situation, 

ii) To establish the updated optimal alternative path and 
iii) To maintain always at least an alternative LSP at any time for 

the protected LSP. 

111. DESCRIPTION OF THE PROPOSED MECHANISM FOR 
SlNFLE/MULTIPLE FAILURE 

A protection domain is defined as the set of LSRs over which 
a working path and its corresponding alternative path are routed. 
Thus, a protection domain is bounded by the ingress and egress 
LSRs of the domain. The segment protection domain (SPD) is when 
a protection domain is partitioned into multiple protection domains, 
where failures are solved within that segment domain. SPDs may be 
established according to network administration policies. The SPD 
in this proposal is an abstraction of an MPLS autonomous system. 
In cases where an LSP traverses multiple protection domains, a 
protection mechanism within a domain only needs to protect the 
segment of the LSP that lies within the segment protection domain 
(SPD). 

The combination of path protection with segment protection and 
local repair activation is proposed in this paper as a solution for 
multiple fault protection in a protected LSP, and single failures benefit 
from this proposal as well, in terms of full restoration speed. 

In this proposal we combine the main benefits of segment protec- 
tion (i.e., it is usually faster than path protection because recovery 

generally occurs closer to the fault) with the benefits of path protec- 
tion to establish the optimal alternative path from ingress-to-egress 
in the entire MPLS network domain. 

Another advantage of the segment protection scheme is related to 
blocking problems. Suppose that the failure occurs in a path used by 
clients with strict service level agreements (SLA) (i.e., rigorous QoS 
demands). If the restoratiodprotection mechanism tries to reroute 
these imponant flows to the previously established altemative LSPs 
far away from the location of the failure, this can produce blocking 
problems in the other nodes (LSRs), which have not been involved 
in the failure. 

For simplicity in the following example we consider only link 
failures. However, our proposal can also be used for node failure 
restoration without any additional modification. 

In Fig. 1 the MPLS domain is divided into three SPDs. Although 
Fig. 1 seems to be a simple network topology, it represents the 
abstraction of a much more complicated concatenation of autonomous 
systems (AS) represented as segment protection domains (SPD). Note 
that each link in the figure may traverse one or more LSR, which are 
not shown in the figure. Border LSRs are in charge of rerouting in 
case of failure. 

Fig. 1. MPLS domain 
We establish the primary LSP, and we set up the backward and 

alternative LSPs for path protection in each segment protection 
domain. The concatenation of the protected LSPs and backward LSPs 
for the SPDs makes the protected LSP and backward LSP for the 
entire MPLS domain respectively. The alternative path for the entire 
MPLS domain is made by concatenation of some portions of SPDs 
alternative LSPs. 

A protection domain is denoted by specifying the protected LSP, 
the backward LSP and the altemative LSP (protected LSP, backward 
LSP, alternative LSP). Using this definition and notation the entire 
MPLS protection domain (MPD) and all paths in Fig. 1 a e  repre- 
sented as follows. Ingress LSR 0, Egress LSR 5.  

Table I summarizes all the LSP established (protected, backward, 
alternative). 

Protected 1-2-3 0-1-2-3-4-5 

Backward 3-2-1 5-4-3 5-4-3-2-16 
LSPS 

LSPS dim line 

solid line 

TABLE I 
MPLS pratection domain (MPD), Segment Protection Domain 1.2.3 

(SPDI .SPDZ,SPD3) 

During the recovery process the protection LSP is formed by 
concatenation of the following two portions: the backward LSP 
starting from the LSR that detects the failure (den  LSR), and 
the preplanned alternative protection LSE Note that the use of the 



Faulty link 

in SPDI 7 links 6 links 

in SPDZ 7 links 6 links 

in SPD3 7 links 6 links 6 links 

Link protection Path protection Proposal 
wilhin SPD 

TABLE I1 
Comprison of reStoTatiOn path length far single failure for MPLS protection 

domain (from ingress LSRO to egress LSP.5) 

In Fig. 1, the original end-tc-end protected LSP length is 5 links 
(0-1-2-3-4-5). In Table 11, we present the comparison of the recovery 

path length from the ingress LSR to the egress LSR for single failures. 
Our proposal provides a shorter recovery path length compared with 
other approaches. The approach of applying segment protection with 
global path protection is better than applying segment protection or 
path protection separately. Moreover, as pointed out by numerous 
research papers, usually local repair may lead to the use of a non- 
optimal alternative LSP compared to the possible alternative LSP 
which can be established from the ingress LSR to egress LSR. But, 
using our proposal we reduce the possibility of establishing non- 
optimal alternative LSPs from the point of failure to the egress LSR 
because we merge the packets rerouted to the alternative LSP (made 
by the local repair decision) into the preplanned alternative LSP 
(calculated by global repair). The use of this label merging technique 
[I] allows the proposed scheme to avoid the backhauling problem. 

Multiple failures are considered to be the result of multiple single 
failures in the protected LSP. Applying the same principle used for 
single failures described in the previous section we are able to extend 
single failure protection to handle multiple failure protection. 

To illustrate how our proposal works, we will compare its behavior 
with Makan’s and Haskin’s. As an example, we consider a multiple 
failure on the protected LSP (LSRs 0-1-2-3-4-5) as a combination of 
3 link failures: LSRCLSRS, LSRZ-LSR3 and LSRO-LSRI. 

Makan’s proposal loses all the packets circulating on the LSP, 
and the ingress LSR (LSRO) redirects the incoming traffic to the 
alternative LSP. The same happens with Haskin’s proposal in this 
condition. But, if we consider only the failures between LSR4- 
LSR5 and LSRZ-LSR3 for the MPLS domain formed only by SPD2 
and SPD3 (i.e., the LSP formed from LSRl to LSR5). Haskin’s 
proposal at least recovers packets traversing on the link LSRI- LSRZ, 
while Makam’s proposal loses all packets on the LSP plus additional 
packets sent to the already failed LSP before the notification message 
reaches the ingress LSR (LSRI). 

In our proposal, we lose only the packets on the failed link because 
the ingress LSRs in each segment protection domain (LSRO, LSRl 
and LSR3) redirect the traffic to the altemative LSP. When link 
LSR4-LSR5 fails, LSR3 (being the ingress LSR of SPD3) redirects 
traffic through LSRs 3-9-10-5. When link LSRZ-LSR3 fails, LSRl 
redirects traffic to the alternative LSP for SPD2 (LSRs 1-7-8-9-3). 
Furthermore, if weapply the proposal presented in [I31 (Reliable and 
Fast Rerouting), we do not lose any packets. 

Based on the segment protection approach, if we try to protect the 
entire protected path (i.e., from LSRO to LSR5) from a link failure 
in each SPD (i.e., multiple link failure within the protected path) the 
recovery path length increases with (repeated link or path protection) 
within SPDs. 

One important observation is that the recovery path length always 
increases when the link protection scheme is used. On the other band, 
the path protection scheme does not always increase the length of the 
recovery path. The length of the protection path is considered to be a 
main quantitative measure of the quality of a protection scheme [23]. 

In Table Ill we summarize the restoration path length used by link 
protection, path protection and our proposal for the entire MPLS 
domain (end-to-end) for multiple failures based on the network 
scenario of Fig. 1. We can observe that our proposal needs less links 
for a recovery path, performing better than separate link and path 
protection approaches. 
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Faulty l i n k  
1-2 and 3-4 
in SPDZ and SPD3 
0-1. 1-2 and 3-4 
in SPDL, SPDZ and SPD3 

TABLE 111 
Comparison of restoration path length for multiple failures for MPLS protection 

domain (from ingress LSRO to egress LSR5) 

Link protection Path protection Proposal Tm"= lhiovgh the "f*d LSP 

0-I-7-8-2-3-9-10-4-5 0-1.7-8-9-3-9-10-5 a-I-7-8-9-10.5 
9 links 8 link 6 links 

I t  links 10 I i t k  6 links 
0-6-7-1-7-8-2-3-9-10-4-5 0-6-7-1-7-8-9-3-9-10-5 0-6-7-8-9-10-5 

Iv. PROPOSED MECHANISM FOR OPTIMAL AND GUARANTEED 
ALTERNATIVE PATH (OGAP) 

The preplanned protection scheme can have a risk that the pre- 
planned alternative LSP will become out of date due to changes in 
the network. By out of date we mean that as network conditions 
evolve in time the preplanned alternative LSP may cease to be the 
optimal one. Moreover, after the restoration process, the restored LSP 
becomes unprotected. 

To overcome these problems we propose to search for a new 
alternative LSP with updated network information concurrently while 
rerouting the traffic to the preplanned alternative LSP. Note that a long 
restoration time is a main problem of a dynamic restoration scheme 
but this does not apply to our proposal because the protected traffic is 
rerouted to the alternative LSP using the preplanned alternative LSP. 

The idea behind this hybrid appmock is to take advantage of the 
fast rerouting and the rerouting (dynamic) scheme [5]. At the same 
time our proposal provides a guarantee of an alternative LSP at any 
time for the protected LSP. We also consider the reversion operation. 
The reversion consists of remuting the traffic from the alternative 
LSP to the original protected LSP once the failure has been repaired. 
Moreover, our proposal avoids the update of the altemative LSP each 
time the information database of the network changes. The update is 
done only when a failurc occurs. 

Fig. 2 presents the flow diagram of the proposed mechanism 
(OGAP). While no failure is detected in  the protected LSP, each LSR 
continues carrying traffic through the protected LSP. Upon a failure 
the LSR which detects the failure (alert LSR) or one that receives 
pmtected traffic on the backward LSP looks for the preplanned 
alternative LSP in its label information base forwarding table (LIB). 
If the LSR is an ingress node for the SPD it should have an alternative 
LSP available. Otherwise, if the LSR is an intermediate node it must 
follow the RFR procedure described in [131. If an alternative LSP 
is found, then it redirects the traffic from the affected protected LSP 
to the preplanned alternative LSP and it computes a new altemative 
path using the network conditions at that time. 

I f  the path discovery and selection algorithm gives us  a new 
altemative LSP we compare it with the one that was established 
previously as the preplanned alternative LSP. If the new alternative 
LSP is better than the preplanned one, the traffic will be redirected 
to the new alternative LSP without disruption of services (using 
the principle of mke-beforebreak), The criteria for considering a 
path 'better" may be based on the length of the path and other 
QoS parameters. The LSR maintains in its LIB the same preplanned 
alternative LSP as before, and proceeds to setup the backward LSP 
for the new protected LSP. 

If the result is "not better" (i.e., the previously established pre- 
planned alternative LSP is better than the new alternative LSP 
computed by the LSR after the failure) we assign the new alternative 
LSP as the preplanned alternative LSP and proceed to set up the 

- 

Fig. 2. Flow diagram 

backward LSP for new protected LSP. 
If the routing algorithm is not able to find a new alternative path in 

the first attempt, we increment the iteration until its value (i) is greater 
than the control value established previously (N). This value (N) is 
determined by the network manager and it is a local implementation. 
If this iteration terminates without finding a new alternative path an 
alarm is sent to the network control manager to take appropriate 
measures. 

Table IV summarizes the pros and cons of the different protection 
schemes for LSPs. Some parameters correspond to QoS provision 
and others to network resource utilization and feasibility. 

The last column refers to the proposal presented in this paper 
combined with the previously proposed Kcliable and Fast Rerouting 
mechanism (RFR) presented in [13]. 

RFR eliminates packet losses, including those circulating on the 
failed links, and packet disorder while imrproving the average delay 
time during the restoration period. This is achieved at a minimal cost 
of additional buffer (memory) that is far outweighed by the benefits. 

TABLE IV 
Comparison of MPLS protection schemes 

Although most of the concepts shown have been explained already, 
we would like to clarify some of them. 

In the path placement row, unlike others, our proposal is flexible 
in the sense that the previously established alternative LSP can 
be changed to a new optimal alternative LSP computed using the 
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rerouting (dynamic) scheme. Other proposals maintain the same 
alternative LSP set up during the establishment of the protected LSP 
to reroute the traffic. 

The packet loss and packet reordering values in the last column 
are "none'' because we incorporate in this proposal our Reliable and 
Fast Rerouting mechanism presented in [13]. 

Finally, in the last mw we try to give the protection range not in 
terms of the amount of failure points on the protected LSP, but in the 
ability to handle funher failures in  the rerouted path. In our case as we 
establish a new alternative LSP to the remuted path, our mechanism 
is able to handle further failures. For Haskin's and Makam's schemes, 
as they do not establish new alternative LSPs to the rerouted LSP, 
they only protect the first protected LSP (i.e., they handle only single 
failures). 

v. SIMULATIONS AND RESULTS 

The objective of this simulation is to compare numerically the 
behavior of this proposal with the reference proposals: Haskin's and 
Makam's. 

The MPLS Network Simulator (MNS) [ U ]  source code was mod- 
ified to  simulate these mechanisms: Haskin's [7], Makam's [61 and 
our proposal. The failures of links between L S R C L S R h n d  LSRO- 
LSRl are used as the separated single link failures. For multiple 
failures we use the failures between LSRCLSRS and LSR2-LSR3. 
The simulation scenario is the one shown in Fig. 1. 

We use CBR traffic with the following characteristics: packet size 
= 1600 bits and source rate= 40OKbps. In all cases path protection is 
applied for the entire MPLS domain, thus satisfying the requirement 
of Haskin's and Makam's proposals. 

We measured packet loss, packet re-ordering and repeated packets 
at the egress node (LSRS) for a single failure, multiple failures 
with path protection, and multiple failures with combined path and 
segment protection. The figures show all simulation results: packets 
lost and disordered during the recovery period. 

In reference to the simulation results behavior, we use 100% 
packet loss and packet reordering in the the LSR4-LSR5 link failure 
situation because in this situation there is maximum packet loss for 
Makam's scheme and maximum packet disorder for Haskin's scheme 
in the simulation results. The results presented in the figures are 
proportionally identical when the LSP length, the LSP bandwidth, the 
packet size and the source rate are varied. Note that both Haskin's 
and Makam's proposals use path protection schemes establishing the 
preplanned alternative LSP from the ingress LSR (LSRO). 

In the following figures the proposal includes RFR with buffering 
at the LSR in order to avoid packet losses, labelled as "proposal +". 

siw!a'.il"n.Rhout~m", P'o(~nionl ."tyl i" l i (Y)~l  

I I 

Fig. 3. Performance comparison results during recovery period far packet losses, 
packet disorder 

Fig. 3 shows the results for a single failure without segment 
protection. Makam's scheme [6] uses a notification message to the 

ingress node after a failure to reroute traffic from the ingress LSR 
to a previously established alternative LSP, resulting in high packet 
loss and no packet re-ordering. Whereas, Haskin's [7] returns packets 
from the faulty point to the ingress LSR and there reroutes them to 
the alternative LSP together with the incoming traffic, resulting in 
minimum packet loss, and maximum packet disorder proportional to 
the distance (number of LSR) between the ingress LSR and alert 
LSR. 

Fig. 4. Perfomance comparison results during recovery period far packet I O S S ~ E .  
packet disorder 

Fig. 4 shows the results for a single failure without segment 
protection (failed link LSRO-LSR1). Both Haskin's and Makam's 
behave the same (they lose only the packets on the failed link). 
Note that in both figures (Fig. 3 and Fig. 4) our proposal does not 
experience packet loss or disorder. 

Fig. 5. Performance comparison mul l s  during recovery period for packet losscs, 
packet disorder 

In Fig. 5 the results for multiple failure without segment protection 
(failed links LSRs 2-3 and 4-5) are depicted. The packet loss for 
Makam's scheme decreases with respect to the result in Fig. 3 and 
increases with respect to the result in Fig. 4 because the point of 
failure is closer to and farther from the ingress node (responsible 
to redirect the traffic) respectively. This is translated as less and 
more time that the notification signal takes to reach the ingress LSR 
(LSRO). 

The packet los3 increases for Haskin's. This is due to the fact 
that the LSP segment between the two extreme points of failure in 
the protected LSP becomes disconnected. Haskin's scheme recovers 
the packets traversing in the portion of the LSP between the ingress 
node and the point of failure (LSRs 0-1-2), and loses packets on 
the links formed by LSRs 2-3-4-5. In this case our proposal begins 
to lose packets. Although we include the RFR proposal, we recover 
only the lost packets on the links formed by LSRZ-LSR3 and LSR3- 
LSR4 from the LSR2 local buffer. We lose packets circulating on 
link formed by LSRCLSRS. This is because we specified the buffer 
size equivalent to the packets circulating in two downstream links. 
Note that we can increase the buffer size to avoid the packet losses. 
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Fig. 6. Performance comparison results dunng recovery p e l i d  for packet losses, 
packet disorder and repeated packell 

Fig. 6 shows the results for multiple failures applying the combi- 
nation of path protection with segment protection. The packet loss 
for Makam's scheme as well as the packet re-ordering for Haskin's 
experience an imponant reduction, improving the main drawback of 
each scheme. This is because the rerouting of traffic is performed 
close to the failure points, improving their performance. Our proposal 
using RFR performs better than the others by avoiding both packet 
loss and packet disorder. 

We did extensive simulation with different scenarios and traffic 
patterns and the results show basically the same behavior. Results 
presented in the paper are representative of the behavior of the 
proposal. Based on these results we believe that the combination 
of path and segment protection with the local repair method is the 
best option as a protection mechanism against multipldsingle failure 
for protected traffic on MPLS-based networks. The most complex 
element of our proposed scheme is to set up all of the alternative 
LSPs required. 

VI. SUMMARY 

The proposed mechanism covers many of the aspects of IP-QoS 
provision. The proposal provides protection from multiple IinWnode 
failure in a protected LSP on an MPLS-based network using a 
combination of path protection with segment protection and local 
repair. Rerouting of traffic is performed close to the failure point, 
increasing the restoration speed and providing a significant reduction 
of the LSP blocking problem. At the same time it provides better 
recovery (protection) in terms of path length. As a result, we achieve 
better network resource utilization and shoner delays for rerouted 
traffic. 

One of the disadvantages of using a preplanned alternative LSP 
is that it may not be the optimal one when needed (i.e., at the 
time of failure). To overcome this disadvantage we propose a hybrid 
approach (OGAP) (i.e., preplanned and dynamic rerouting) capable 
of identifying and using the optimal alternative path based on recent 
network change information (i.e., after the fault was detected). This 
avoids the possible use of a non-optimal alternative LSP to reroute 
the protected traffic and provides the flexibility of alternative route 
selection and setup as well as better resource utilization. Moreover, 
our proposal guarantees at least one alternative LSP at any time for 
the traffic on the protected LSP. 

FEDER-TIC2002-01531-C04-02 and ClRIT under eontnt ZWI-SGR00226. 
This work has k e n  partially funded by the MCyT under conuact number 

REFERENCES 

[I] E. Rosen, A. Wswanathan, and R. Callon, "Multiprotocol Label 
Switching Architecture:' RFC 3031, January 2001. 

[21 R. Callon, P. Doolan, N. Feldman, A. Fredette, C. Swallow, and 
A. Mswannathan. "A Framework for Multiprotocol Label Switching," 
Work in pmgress, < d , a y - i e r f - m p l ~ - f ~ ~ m n u o r k - O 5 . ~ t ~ .  Sep. 1999. 

131 Rainer R. Iraschko and Wayne D. Grover, "A highly efficient path- 
restoration protocol for management of optical network vansport in- 
tegrity," IEEE Joumol on Selected Areas in Communicolions, Volume: 
18 Issue: 5, pp. 779 -194. May 2000. 

141 D. Awduche. A. Chiu. A. Elwulid. I. Widiaia. and X. Xiao. "Overview .. 

I51 

1-51 

I71 

I81 

I91 

1101 

~1 1 ~ 1  ~~~~~ ~~ 

and Principles of lnteket Traffic Engineering:' RFC3272, Lay 2W2. 
V. S h m a  and F. Hellstrand, "Framework for MPLS-based Recovely," 
RFC 3469, FebNary 2003. 
K. Owens. V. S h m a ,  S. Makam, and C. Huang, "A Path Protec- 
tiotURestoration Mechanism for MPLS Networks," Work in pmgnss, 
lnternet dra$t < d r a f t - c h n n g - m p l r - p m , ~ ~ ~ ~ ~ " - O 3 , ~ ~ > ,  Jdy 2001. 
D. Haskin and R. Krishnan. "A Method for Setting an Altemvtive Label 
Switched Paths to Handle Fast Reroute," Work inpmgress, Intemer dmfi 
<drafr -haski in-mpls~asl -~~m~~~-O5.~t> ,  November 2000. 
Thomas M. Chen and Tae H. Oh, "Reliable Services in MPLS," IEEE 
Communication Megozine, Vu/: 37 Issue: 12, pp. 58 -62, Dec. 1999. 
M. Kodialam and T. V. Lakshaman, "Minimum Interface Routing 
With Applications to MPLS Traffic Engineering:' Pmceedings oflEEE 
INFOCOM'OO, pp. 884 -893 ~01.2, March 2000. 
G. Awstolooaulos. D. Williams. S .  Kamat. R. Guerin. A. Orda. and . .  , ~~~. 
T. P4ygienda and,'"QoS Routing Mechanisms and OSPF Extenskns:' 
1nIemet.RFC 2676, August 1999. 

[ill S .  Suri. M. Waldvogel, and P. R. Wa~khede, "Profile-Based Routing: A 
New Frame work for MPLS T r a c  Engineering:' In Pmc. of Quali~y 
of Future Internet Services (QoflS), September 2001 

1121 L. Hundessa and J. Domingo, "Fast rerouting mechanism for a protected 
Label Switched Path," Pmceedings ofthp IEEE f n t e m d O M l  Conference 
on Computer Communicorions and Network? (13CN'OI). October 2001. 

[I31 L. Hundessa and J.  Domingo, "Reliable and Fast Rerouting Mechanism 
for a Protected Label Switched Path," Pmceedingr of the IEEE 
GLOBECOM '02, November 2002. 

1141 T. Chujo. H. Komine, K. M i y d ,  and T. Ogura. "Spare Capacity 
Assignment for Multiple-Link Failures," Pmc. of the Inremationnl 
Workhop on Advanced Communications and Applications for High 
Speed Network, pp. 191-197, March 1992. 

[I51 D. R. Kuhn, "Sources of failure in the public switched telephone network 
," Journal on Compute< Vol. 30 Issue: 4, pp. 31-36, April 1997 

I161 D. Tipper, J.L Hammond, S. Sharma, A. Khetan, K. Baldcishnan, and 
S .  Menon, "An analysis of the congestion effects of link failures in wide 
area networks:' IEEE Joumal on Sebcled Areas in Communicnfions. 
Volume: 12 Isrue: I, pp. 172-179, January 1994. 

[I71 U. Ranadive and D. Medhi, "Some observations on thc effect of route 
fluctuation and network link failure on TCP :' Pmceedings ofthe IEEE 
Inrenwrional Conference on Computer Communications and Network 
(NCN'OI), pp. 4601167, October 2001. 

1181 H. Komina, T. Chujo, T. Ogura, K. Miyaraki, and T. Soejima, "A 
distributed restoration algorithm for multiple-link and node failures of 
uanspon networks," Proceeding of IEEE GLOBECOM '90, pp. 459 
463 ,  December 1990. 

"Dynamic routing of locally 
restorable bmdwidth guaranteed tunnels using aggrcgated link usage 
information," Pmc. oflNFOCOM'OI. pp. 376-385 ~01.1, April 2001. 

I201 S .  Kini. M. Kodialam, T. V. Lakshaman. S. Sengupta, and C .  Mllamirar, 
"Shared Backup Label Switched Path Restoration:' Work in pmgrcsx, In- 
lemet draji < d r 4 f r - k i n i - r e s t o r o l i ~ ~ - ~ h ~ n d ~ b ~ ~ ~ ~ p - O 2 . ~ t > ,  April 2002. 

1211 I. Anderson, Bhmt  T. hshi. and S .  Dravida P Hanhavardhma, "Fast 
restoration of ATM Networks," IEEE JOuraMl on Selected Amas in 
Communications. Volume: 12 Irsue: I, pp. 128 -138, January 1994. 

1221 M. Medard, S.G Finn, and R.A. Barry, "WDM loop-back recovery in 
mesh networks,'' Pmc. INFOCOM'99. pp. 752-759, Mar 1999. 

I231 R. BaRos and M. Raman, "Dynamic issues in MPLS service restma- 
tion:' Pmc. of the Fourreenrh IASTED I n l e r ~ l i o n a l  Conference on 
Porollel and Disfribuled Compuring and Systems (PDCS), pp. 618423, 
November 2002. 

I241 A. C a d  and C. Woojik, "MPLS Network Simulator (MNS)," 
hnp: /~~wecce . cnu .ock~ / f~g l /mns l  

1191 M. Kodialam and T. V. Lakshaman, 

64 


